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P.E.S. COLLEGE OF ENGINEERING, MANDYA
(An Autonomous Institution)
SCHEME OF TEACHING AND EXAMINATION

[l Semester B.E. (CS & E
. hours / Examination Marks
I\?cl) Course Code Course Title Tegggtlng week |Credits Total
L:T:P:H CIE SEE Marks

1 | P13MAT31 [Course | - Engineering Mathematics-Ill Maths 4:0:0:4 4 50 50 100
2 P13CS32 |Digital Logic Design CS 3:1:0:5 4 50 50 100
3 P13CS33 [Data Structures CS 4:0:0:4 4 50 50 100
4 P13CS34 |Discrete Mathematical Structures CS 4:0:0:4 4 50 50 100
5 P13CS35 |Object Oriented Programming with C++ CS 2:1:0:4 3 50 50 100
6 P13CS36 |Computer Organization CS 4:0:0:4 4 50 50 100
7 P13CSL37 [|Data Structures Lab CS 0:0:3:3 1.5 50 50 100
8 | P13CSL38 |Digital Logic Design Lab CS 0:0:3:3 1.5 50 50 100

Aptitude Competence and Professional 00 _ _
9 P13HU39 Augmentation — | (ACPA- I) HS&M | 2:0:0:2 0 (50)
10 | P13xxL310 [Industry Interaction - | CS 0:0:1:1 0 (50) -- --
11 | P13HM311 [Constitution of India & Professional Ethics Hslggﬁgg 2:0:.0:2 0 (50)
12 |P13HUDIP39 |English & Persona Evolution® HS&M | 4:0:0:4 | [2] [50} [50] [100F
13 [ P13MADIP31 [Additional Maths-I Maths 4:0:0:4 0 (50) -—- ---

Total 26[28]] 400[450] | 400[450] | 800[900]

L: Lecture, T: Tutorial, P: Practical, H: Hrs/ Week, CIE: Continuous internal evaluation, SEE semester end Examination, C: Credits

“English & Persona Evolution Lateral entry students shall have to pass these Credit courses before completion of V- Semester.
*Additional Mathematics-l1 and Constitution of India & professional Ethics Lateral entry students shall have to pass these manda-
tory learning courses before completion of V- Semester.
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P.E.S. COLLEGE OF ENGINEERING, MANDYA
(An Autonomous Institution)
SCHEME OF TEACHING AND EXAMINATION
IV Semester B.E. (CS & E)
S| |Course Code Course Title Teach- | Hours/ |Credi| Examination Marks
No ing | week | S [CIE[SEE [Total
Dept. |L:T:P:H Marks
1. |[P13MAES41 |Course | - Engineering Mathematics-IV (HC)/ Maths | 4:0:0:4 4 50 50 100
2. |P13CSs42 Graph Theory & Combinatorics CSs 4:0:0:4 4 50 50 100
3. |P13CSs43 Theory of Computation CSs 4:0:0:4 4 50 50 100
4. |P13CS44 Analysis and Design of Algorithms CS 3:1:0:4 4 50 50 100
5. |P13CS45 Unix System Programming CSs 2:1:0:4 3 50 50 100
6. |P13CS46 Microprocessor CS 4:0:0:4 4 50 50 100
7. |P13CSL47 Analysis and Design of Algorithms Lab CSs 0:03:3 | 15| 50 50 100
8. |P13CSL48 Object oriented programming with C++ Lab CS 0:0.3:3 | 1.5 | 50 50 100
Aptitude Competence and Professional Augmenta- .
9 P13HU49 [0 i (ACPA- Il) HS&M | 2:0:0:2 0o |50 - -
10 |P13xxL410 Mini Project- | CS 0:0:1:1 0 | (50) -- --
11 |P13MADIP41 |Additional Maths-II Maths | 4:0:0:4 0 |(50) - -
12 |P13EV49 Environmental Studies Env 2:0:0:2 0 | (50) -- --
Total 400 | 400 | 800

: Lecture, T: Tutorial, P: Practical CIE: Continuous internal evaluation, SEE semester end Examination, C: Credits
*Additional Mathematics-1l and Environmental Studies Lateral entry students diealke to pass these mandatory learn
courses before completion of VI- Semester.
** ACPA — II: All students shall have to pass this mandatory learning courses before completion of VI- Semester




Evaluation Scheme
(For Theory Courses only)
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A. Scheme of SEE Question Paper (100 Marks)

50%

Weightage

Marks: 100

3Hrs

Duration

Each of the two questions set shall be so comprehensive as to cover the entire contents of the unit.

There will be direct choice between the two questions within each Unit

Total questions to be set are 10. All carry equal marks of 20

The no of subdivisions in each main question shall be limited to three only

No of questions to be answered by students is 5

Course Content

. Problems using brute force technique

Recursive linear search
Selection sort

. Problems using divide and conquer technique

Merge sort
Quick sort
Recursive binary search

. Problems using decrease and conquer technique

Insertion sort
Topological sorting
DFS

BFS

. Problems using transform and conquer technique

Heap sort

. Problem on string matching

Horspool's algorithm

. Problems using dynamic programming technique

Binomial coefficient
Warshall’s algorithm
Floyd’s algorithm

Knapsack algorithm

. Problems using greedy technique

Prim’s algorithm
Kruskal's algorithm
Dijkstra’s algorithm

. Problems using backtracking technique.

N queens problem

101




Course Assessment Matrix (CaM)

Program Outcome
(ABET/NBA-(3a-k))

alb|lc|d]le|lf|lg|h]i]]j |k

Course Outcome
(CO)

Understand the archi- L
tecture of 8086 micro- 1 21-1-1-121-1-1-1-1-1-
processor. (Unit-I)

Apply 8086 instruc-
tion set for the given 3 313 12f-|-12--|-1|-1-
problems (Unit-I1)

Developdifferent
modules & link them. 6 313l1t-(21-|-1-1-1-1-
(Unit-I11)

Apply string instruc-
tion set and 1/0 Inter- | L 3131
rupt in 8086 program-| 3
ming (Unit-1V)

Course Code : P13CSL47 Semester : IV Q-T-P:0: 051

Course Title : Analysis and Design of Algorithms Laboratory

No. of Hours per Week: 3 Exam: 3 Hr Weightage: CIE:50; SEE:50

Prerequisites : Student should have programming skill in C

Course Outcomes:

Students will be able to :

1. Developsearching and sorting using the algorithm techrécaueh as
decrease and conquer, divide and conquer, transfochtonquer tech-
nique.

2. Irr?plement solutionsto thegraph based problems using the algorithnj
techniques such as decrease and conquer, dynamgi@prming, and
greedy technique.

3. ldentify and Apply algorithm Techniques to solve a given contextugl

problems.
4. Designandimplement algorithms for the realistic problems

100

Course Code : P13CS32 Semester : I | -T-P:3 -1-0

Course Title : Digital Logic Design

Contact Period: Lecture: 52 Hr, Exam: 3 Hr Weightage: CIE:50; SEE:50

Prerequisites : Subject requires student to know about Basics Electronics

Course Learning Obijectives (CLOs)

This course aims to

1. Describethe Boolean Laws and Theorems.

2. SolveBoolean expressions using K-map, Q-M and VEM teghei
3. Designdata processing circuit.

4. Designarithmetic circuit .

5. Analyzethe working of flip-flops.

6. Usethe flip-flops to design registers and counters.

7. Design the asynchronous and synchronous counter for auhas.
8. Convert digital circuit to analog circuit and vice-versa.

9. Define VHDL andwrite VHDL code for logic circuits.

10. Explain the different logic families and digital integrateidcuits.

Course Content
Unit-1
Digital Logic and Combinational Logic Circuits:
Overview of Basic Gates and Universal Logic Ga#d¢D-OR —Invert Gateq
Positive and Negative Logi®&oolean Laws and Theorems, Sum-of-prod
Method, Truth table to Karnaugh Map, Pairs, Quaasl Octets, Karnaug
Simplification, Don’t Care Conditions, Product-ott8 Method, Product-o
sum Simplification, Simplification by Quine-McClugkMethod, Simplifica;
tion by VEM Technique 10 Ho(
Unit-2
Data Processing Circuits and Arithmetic Circuits:
Multiplexers, Demultiplexers, 1-of-16 Decoders, B@bDecimal Decoder;
Seven-segment Decoders, Encoders, Ex-OR gatesy Ragnerators an

Checkers, Magnitude Comparators, Read-only menforygrammable Art
ray Logic, Programmable Logic Array, Design of caaaverters, Half Ad}
der, Full Adder, Half Subtractor, Full Subtractéigst Adder, Adder- Sulp-

tractor 10 Hours
Unit-3
Flip-Flops and Simple Flip-Flop Applications: The Basic Bistable Elg

ments, Latches, Timing Considerations, Master-Sl&lp-Flops Pulse}

triggered Flip-Flops, Edge — Triggerred Flip-FlogSharacteristics Equ
tions, conversion of flip-flops, Registers: typefsregisters, serial in seri
out , serial in parallel out, parallel in seriak,oparallel in parallel out, Appl
cation of shift registers: Ring counter, Johnsonnter, sequence detec

icts
h
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Unit-4
Asynchronous and synchronous counter:Asynchronous counter- u
down, up and down counter, design of synchronousaymter and dow|
counter, decade counter, counter design as a Sysfm®blem.
D/A Conversion and A/D Conversion:Variable, Resistor Networks, Bina|
Ladders, D/A Converters, D/A Accuracy and Resohtid/D Converter
Simultaneous Conversion, A/D Converter-Counter MdthContinuous A/
Conversion, A/D Techniques, Dual-slope A/D ConwamsiA/D Accuracy
and Resolution Hburs
Unit-5
VHDL Programming: Introduction to VHDL, Describing data flow, Behg
ioral, Structural and Mixed design style, Simulgtidesign for Arithmeti
and Combinational circuits.
Digital Integrated Circuits : Switching Circuits, TTL Parameters, TTL Ove
view,Three-state TTL Devices,74C00 CMOS, CMOS Cttaréstics.

10 Hours
TEXT BOOKS

1. Digital Principles and Applications: Donald Paoh, Albert Paul Malf

vino & Goutham Saha, TMH, 7th Edition, 2006.
2. A Verilog HDL Primer, ¥ Edition, J . Bhaskar, BS Publications
REFERENCE BOOKS:
1. Digital Principles & Design by Donald D Givond™ Reprint, Tatg
McGraw Hill 2009.
2. Fundamentals of Digital Logic with Verilog DesigBtephen Brown
ZVonkoVranesic ,TMH, 2006
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Course Outcomes

fter learning all the units of the course, the stu dent is able to
UnderstandBasic gates and Universal gates .

Designthe logic circuit

Apply the knowledge of number system.

Designthe counters using flip-flops.

Designthe shift registers.

Understand andWrite the VHDL code for all logic circuits.

SUurLONEP

Topic Learning Objectives

After learning all the topics of unit — I, the stud  entis able to

Topic Learning Objectives (Unitwise)

Sl. No. Topic Learning Objective

Unit |

Unit-4
7. Interrupt /O
8. Interrupt I/O (Contd...)
9. Block transfers and DMA
10. Block transfers and DMA (Contd...)
Unit-5
1. Basic 8086/8088 configurations
2. Basic 8086/8088 configurations (Contd...)
3. Basic 8086/8088 configurations (Contd...)
4. Basic 8086/8088 configurations (Contd...)
5. System Bus Timing
6. System Bus Timing (Contd...)
7. Interrupt Priority Management
8. Interrupt Priority Management (Contd...)
9. Bus Standards
10. Bus Standards (Contd...)

A. Course Articulation Matrix (CAM)

Program Outcome
CourseC 8utc0me (ABET/NBA-(3a-k))
(CO) alb|lc|d]e] f]lg]h
Understand the ar-
chitecture of 8086 Liwvl-l--tml-1-] -
Microprocessor. 1
(Unit-I)
Apply 8086 instruc- L
tion set for the given 3 HIH|L]-]|-|M]|-]| -
problems (Unit-I1)
Developdifferent L
modules & link them. 6 HIH|L]-|M]| -|-]| -
(Unit-I11)
Apply string instruc-
tion set and 1/0 Inter-| L
rupt in 8086 pro- PPN IM -
gramming (Unit-1V)
Understand min & L
max mode of 8086. 1 MIf-T1-1-1-1-1-1-+-
(Unit-V)

L- Low, M- Moderate, H-High
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Lesson Plan
Unit-1
Introduction
CPU architecture
CPU architecture (Contd...)
Internal Operation
Machine Language Instructions
Machine Language Instructions (Contd...)
Instruction formats
Instruction formats (Contd...)
Instruction Execution Timing
Instruction Execution Timing (Contd...)
Unit-2
Assembler instruction format
Assembler instruction format (Contd...)
Data transfer Instructions (Contd...)
arithmetic instructions
arithmetic instructions (Contd...)

branch & loop instructions

branch & loop instructions (Contd...)
logical Instructions

directives and operators

. directives and operators (Contd...)

Unit-3
Modular Programming - Linking and Relocation
Modular Programming - Linking and Relocation (@&b..)
Access to External Identifier
Access to External Identifier (Contd...)
Stacks
Stacks (Contd...)
Procedures
Procedures (Contd...)
Interrupts and Interrupt Routines

. Interrupts and Interrupt Routines (Contd...)
. MSAM Macros

Unit-4
String Instructions
String Instructions (Contd...)
Fundamental I/O considerations
Fundamental 1/O considerations (Contd...)
Programmed 1/O
Programmed 1/0O (Contd...)

98

Digital Logic
and  Combina
tional Logic Cir-
cuits

A WD

o

© N

Understand basic gates and universal
gates.

Write Boolean equations for logic circuits
and draw circuits for Boolean equations.
Use DeMorgan’s first and second theo-
rems to create equivalent circuits.

Explain the Karnaugh map method to mini-
mize the expression .

Produce minimal expressions from incomple
Boolean expressions.

Determine the minimal prime implicates usir
QM method.

Design the logic circuit using basic gates.
Construct the logic circuit using universal
gates.

Produce the minimal expression using VEM
technique.

Unit Il

Data Processing
and Arithmetic
Circuits

©No»

Describe the half-adder, full-adder and adg
subtractor.

Design a fast adder circuit that user paratieli
to speed up the responses.

Describe to convert code from BCD to exces
3 code and BCD to seven segment code.
Describe to convert code from BCD to gray
code.

Explain how a Magnitude Comparator work
Design n bit Magnitude Comparator.
Explain the purpose of parity checking.
Determine the output of a multiplexer or de-
multiplexer based on input conditions.
Describe a ROM, PROM, EPROM, PAL and
PLA.

er-
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Unit Il

m
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to

Flip-Flops and | 1. State the purpose of a clock in a digital systd
Simple Flip- and demonstrate an understanding of basic
Flop Applica- terms and concepts related to clock wavefors.
tions 2. Describe characteristic equations of Flip-FIg
and analysis techniques of sequential circuit,

3. Describe excitation table of Flip-Flops and
explain conversion of Flip-Flops as synthesid
example.

4. Describe the operation of the basic RS flip-fl
and explain the purpose of the additional inp
on the gated RS flip-flop.

5. Show the truth table for the edge triggered ,H
flip-flop, edge-triggered D flip-flop, and edge
triggered JK flip-flop.

6. Discuss some of the timing problems related
flip-flop.

7. Draw a diagram of a JK master-slave flip-flop
and describe its operation.

8. Demonstrate the different types of registers.

9. Analyze the applications of shift registers.

10. Explain Ring counter, Johnson counter and
sequence detector.

Unit IV

Asynchronous | 1. Define counter.
and synchro- 2. Differentiate between asynchronous and syn
nous counter chronous counter.
D/A Conver- 3. Describe the basic construction and operatid
sion and A/D of an asynchronous counter.
Conversion 4. Construct the up, down and up-down asynch

nous counter.

5. Describe the synchronous counter and its ad
vantages.

6. Construct the up, down and up-down synchr
nous counter.

7. See how the modulus of a counter can be ret

duced by skipping one or more of its natural
counts..

Unit vV

Basic 8086/8088 con{ Explains basic 8086/8088 configurations
figurations

System Bus Timing Describe System Bus Timing

Interrupt Priority
Management

Discuss Interrupt Priority Management

Bus Standards Understand Bus Standards

wh e

Review Questions

Describe the memory map of a PC system, withad diagram.

Explain the flags of 8086 processor using sietakample.

What are the advantages of memory paging? rditestthe concept of
paging with neat diagram
Discuss the following addressing modes with exasple Direct

2. Register indirect 3. Base plus indeXxn#mediate 5. Scaled indexed
Describe the following instruction with suitaldgamples:

i) PUSH ii) MUL iii) IN iv) AAA

Write an ALP using 8086 instructions to generatel add the first 10
even numbers and save the numbers and result irorgdatation Num
and Sum.

Bring out the importance of XLAT instruction ngia suitable program.
Write an ALP using 8086 instructions to courd ttumbers of zeros in a
given 8 bit number and store the result in memocgtion 'Res'.
Explain the following assembler directives: i) Assume; ii) Proc iii) Ends
iv) DB.

. Briefly explain any four bit test instructions.
. Explain public and extrn directives of assembled write ALP to read

data through keyboard using external proceduresand the keycode in
public data segment

. Write a C program that uses "-asm' functiodigplay strings on output

device.

. Explain in brief the functions of 8086 pins.

. Describe demultiplexing of multiplexed AD bughwneat diagram.

. With neat timing diagram, explain memory regde.

. Interface 512 KB RAM to 8088 MP using 64 KB RAMing 3:8 decod-

er with starting address of memory as 80000H. Gleaention decoding
logic and memory map

. Explain memory bank selection in 8086 and noenthe number of

memory bank in 80x86 MPs.

. Differentiate between memory mapped I/O andni&pped 1/O (isolated

1/0)

97



Topic Learning Objectives (Unit wise)

Sl. Topic Learning Objective
No.
Unit 11
1. | Assembler instruc- | Understand Assembler instruction format
tion format
2. | Data transfer Instruct Analyze Data transfer Instructions
tions
3. | arithmetic instruc- Discuss arithmetic instructions
tions
4. | branch & loop in- Determine branch & loop instructions
structions
5. | logical Instructions Explain logical Instructions
6. | directives and operat Discuss about directives and operators
tors
Unit 1l
1. | Modular Program- Understand the concept of Linking & Relg
ming - Linking and cation of Modular Programming
Relocation
2. | Access to External Describe Access to External Identifier
Identifier
Stacks Understand about Stacks
Procedures Understand about Procedures
Interrupts and Inter- | Explains Interrupts and Interrupt Routines
rupt Routines
6. | MSAM Macros Explains MSAM Macros
Unit IV
1. | String Instructions Describe String Instructionsl &olve it
2. | Fundamental /O con} Explains Fundamental I/O considerations
siderations
Programmed 1/O Understand Programmed 1/O
4. | Interrupt /O Explains Interrupt I/O

Block transfers and
DMA

Understand Block transfers and DMA

96

Unit IV
8. Define accuracy and resolution.
4 9. Design ladder networks for analog to diggtah-
version.
Unit V
VHDL Pro- 1. Define VHDL.
5 | gramming 2. List types of VHDL Programming tecniques.
and 3. Describe dataflow model.
Digital Inte- 4. Explain behavioral model.
grated Cir- 5. Explain Structural model.
cuits 6. Describe Mixed design style.
7. Write the VHDL code for arithmetic and combi

national circuit.
8. Explain how diodes and transistors can be usdd
as electronic switches.
9. Demonstrate an understanding of TTL devicegq,
their parameters and how to drive them.
10. Be familiar with CMOS devices and characterips-
tics.

Review Questions
UNIT - 1

1 What is a universal gate? Consider a gate whildsttwo inputs A and B
and produces an output A’.B. Would you consider itniversal gate? Discuss
2 Implement F = (CD+E) (A+B’) using NAND gates.
3 Verify the following Boolean algebraic maniputati Justify each step with
a reference to a postulate or theorem :

X+Y +XY)(X+Y)XY=0

(AB+C+D) (C’ +D) (C’' + D+E) = ABC’ + D
4 Convert the given expression in standard SOP fe(r#,B,C) = A+AB+CB
5 Convert the given expression in standard POS fgimQ,R)=(P+Q’) (P+R)
6 Represent each of the following Boolean functions Karnaugh map.
a. Fwxyz)=wXxXyzZ+wxyz+wWxyz+wxy'z+twxyz+w
Xy z
F(xy.2) = (x+2) (y+2) (v’ + 2) _ _ _
7 Apply Karnaugh map technique to the following Bxam functions and sim-
plify

F(A,B,C,D) = A’B’C + AD +BD'+CD’ +AC’ +A'B’

F(A,B,C,D) =nM(1,2,4,5,7,8,10,11,13,14) + d(0,3,6,12)



8 Use Quine- McClusky tabulation method and simtliie following func-
tions.
F(a,b,c,d) = m (0,1,2,3,8,9)
F(p,q,r,s) =, m(0,1,4,5,9,10,12,14,15}+d(2,8,13)
9 Explain the procedure for loading a K-map usiraprantered variable tech-
nigue with an example.
10 Simplify the following using MEV technique. Remu4-variable to 3-
variable.
F(w,x,y,z) =Ym(2,4,5,10,11,13) ¥ d(0,1,6,15)
F(p,q.r,s) =M(1,2,3,7,8,9,14,15)
UNIT -2
11 Realize a full adder using minimum number of tamut NAND gates.
Write the relevant expressions, truth talole lgic diagram.
12 Draw and explain the block diagram of n-bitgtlet adder.
13 Realize a full subtractor using basic gates.only
14 What is a high speed adder? Design a 4 bit t@okyahead adder circuit.
15 Design
a. BCD to Excess — 3 code converter
b. Binary to gray code converter
16 Design and explain two bit magnitude comparator.
17 Implement the following function using 8:1 mpléxer
F(w,x,y,z) & m (0,1,5,6,8,10,12,15)
18 What is decoder? Using gates, show how do ysigda 3-to-8 line de-
coder.
i) Explain a decimal to binary encoder using folr @ates. What is a
priority encoder?
19 Design the logic circuit for odd parity checker.
Implement the following Boolean expressioasig PROM
fl(a,b,c) 3 m(0,2,4,7) f2(a,b,c) ¥m(1,3,5,7)
Implement the following Boolean functions using PLA
Fi(a,b,c) = m(0,1,3,5) F2(a,b,c)¥m(0,3,5,7)
UNIT - 3

20 Define clock cycle time? Explain with neat waoraf.

21 State and explain the characteristics of ideakowvaveform.

22 Explain the working of S-R flip-flop by using NROgates only.

23 Define race around condition? Explain how gliminated.

24 Explain the operation of the master- slave lififlop along with a circuit
diagram.

25 Derive the characteristic equation of varioysfilops.

26 Convert i) SR flip-flop to JK flip-flop ii) JKlip-flop to T flip-flop

27 Give the logic diagram of 4bit bidirectional fshegister with parallel load
capability and briefly explain its operations
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Unit-5
System Bus Structure :Basic 8086/8088 configurations — Minimum mo
Maximum mode, System Bus Timing, Interrupt PrioNMgnagement — Inte
rupt System based on Single 8259A, Interrupt SysBased on Multiplg
8259As, Bus Standards 10 Hours

Text Book:

1. Microprocessor Systems: The 8086/8088 Familglenn A.Gibson,
Prentice-Hall of India, ¥ edition, 1986.

Reference Books :

1. The Intel Microprocessors Barry.B.Brey, PHI Publication, 8th editio
2009

2. Microprocessor and Interfacing, Douglas V.Hall, TMH, 2nd edition
2006.

3. The Intel Microprocessor Family: Hardware and Software Princi-
ples and Applications,James L. Antonakos, Thomson, 2007.

Course Outcomes:

Understand the architecture of 8086 microprocessor. (Unit-1)

Apply 8086 instruction set for the given problems (Uhijt-I
Developdifferent modules & link them. (Unit-111)

Apply string instruction set and I/0 Interrupt in 8086&gmamming (Unit
-IV)

Understandnin & max mode of 8086. (Unit-V)

el

o

=

Topic Learning Objectives (Unit wise)

Sl Topic Learning Objective

No.

Unit |

1 | Introduction Understand the introduction about gahe

Microprocessor.

2. | CPU architecture Explain 8086 CPU architecture.

3. | Internal Operation Analyze the internal operatié8@86 Mi-

croprocessor.

4. | Machine Language | Determine Machine Language Instructions
Instructions

5. | Instruction formats Apply instruction formats.

6. | Instruction Execu- Discuss Instruction Execution Timing
tion Timing
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Course Code : P13CS46 Semester : IV | -T-P:4-0 -0

Course Title : Microprocessor

Contact Period: Lecture: 52 Hr, Exam: 3 Hr Weightage: CIE:50; SEE:50

Prerequisites :  Student should have knowledge of Computer Organization

Course Learning Objectives (CLOS)

This course aims to

1. Study in-depth the hardware and software inauitemicro compute
systems.

2. Analyze the concept considered are general tar@athe discussion
based on the particular microprocessor, the [rd868088 and its ass
ciated supporting devices and software.

3. Learn the programming concept of 8086 progrargnoising (Microsof
assembler) MSAM Assembler.

4. Understand 32/64 bit architectures supporting pipdl and superscal
architectures.

Course Content
Unit-1

8086 Architecture: CPU architecture, Internal Operation, Machine |
guage Instructions addressing modes, Instructiomdts, Instruction Exec

an-

tion Timing 10 Hoyrs

Unit-2

Assembler language programming :Assembler instruction format, Dgta

transfer Instructions, arithmetic instructions, rma instructions- condition
branch instruction, unconditional branch instrugsioloop instructions, NO
and HLT instructions, logical Instructions, ShificaRotate Instructions, d
rectives and operators- data definition and stoedpeation, structure, re
ords, assigning name of expression, segment definpprogram terminatior
alignment directives, value returning Attribute @gers 11 Hours
Unit-3
Modular Programming : Linking and Relocation — Segment Combinati
Access to External Identifiers, Stacks, Procedur€slls, Returns and Prog
dure Definitions, Saving and Restoring Registeteriupts and Interrug
Routines, MSAM Macros 11 Hours
Unit-4
Byte and String Manipulation: String Instructions, REP prefix, table tra
lation.

I/O programming: Fundamental 1/O considerations, Programmed /G
I/0, Block transfers and DMA 10 Hourg

o
1

on,
e-

—

nt
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UNIT-4

28 Sequence

0 0 0
0 0 1
0 1 0
1 0 0
1 0 1
1 1 0

Design a counter that has a repeated seqoéicstates listed above.
Give its state diagram
29 Explain with the help of neat diagram 4 — bitrehronous decade coun-
ter.
30 Design an excess -3 decimal counter using pKiltips.
31 Differentiate between synchronous and asynchu®eounter.
32 Define the following terms for D/A converters:
i. Resolution ii. Accuracy iii. Monotonicity iv. Goversion time
33 Obtain an expression for the output voltage/@RRDAC.
i. An 8-bit DAC has an output voltage range of .55 V. Define its
resolution in two ways.
ii. Find out step size and analog output for 4Fb2R ladder DAC when
input is 1000 and 1111. Assumgs¥ +5V.
UNIT-5
34 Define VHDL? Write the VHDL code 8:1 multiplexddefine VHDL?
35.Write the VHDL code 8:1 multiplexer.
36 Write the VHDL code for full adder and full stdottor using data flow
model.
37 Apply Behavioral model and write the VHDL coae D flip-flop.
38 Write the VHDL code for JK flip-flop using dafi@aw model.
39 Write the VHDL code for ring counter and Johnsounter.
40 Explain Semiconductor diodes.
41 Define MOSFET.
42 Analyze TTL parameters.
43 Explain CMOS characteristics.
44 Design CMOS NAND and NOR gate
Lesson Plan (Unit wise)
UNIT-1
1. The Basic gates- NOT, OR, AND and Universal gjate
2. AND-OR -Invert Gates, Positive and Negative kto@ioolean Laws and
Theorems.
3. Truth table to Karnaugh Map, Pairs, Quads, actetS.
4. Karnaugh Simplification.
5. Don't Care Conditions, Product-of-Sum Method.
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6. Product-of-sum Simplification.
7. Simplification by Quine-McClusky Method.
8. Simplification by VEM Technique.

9. Problems on simplification of Boolean expressiasing Boolean laws and

theorems.

10. Problems on Simplification of Boolean functiarssng K-map, Q-M an

VEM technique

UNIT-2
Multiplexers, Demultiplexers.
1-of-16 Decoders, BCD-to-Decimal Decoders
Seven-segment Decoders, Encoders
Ex-OR gates, Parity Generators and Checkers
Magnitude Comparators
Read-only memory, Programmable Array Logic
Programmable Logic Array, Design of code converters
Design of code converters
Half Adder, Full Adder ,Half Subtractor, Full Susattor
0. Fast Adder, Adder- Subtractor

UNIT-3
The Basic Bistable Elements, Latches
Timing Considerations
Master-Slave Flip-Flops
Pulse-triggered Flip-Flops
Edge — Triggerred Flip-Flops, Characteristicadimpns
Conversion of flip-flops
Registers: types of registers, serial in sexl

BOooNookrwDOE

Application of shift registers: Ring counter
Johnson counter, sequence detector and sequenerator
Exercises on Flip-flops and registers.
UNIT-4
Asynchronous counter- up, down counter
Asynchronous up and down counter
Design of synchronous up counter and down counte
Decade counter
Counter design as a synthesis problem
Variable, Resistor Networks
Binary Ladders, D/A Converters

RPpooNoORrONE

=o

LCoNoOGA~WNE

. A/D Converter-Counter Method, Continuous A/D @ersion
10. A/D Techniques
11. Dual-slope A/D Conversion, A/D Accuracy and Resolut

12

Under-
stand the
Shell Pro- | L
gramming | 3
concepts.
(Unit-111)

Apply the
knowledge
of Shell

Program-
ming con- L
ceptstosHHL-M------
write Shell
Program-
ming ex-
amples.

(Unit-I11)

Serial in parallel out, parallel in serial opdrallel in parallel out

Identify
the basic
principles
of UNIX
system L M
programin| 5
high level
O.S. struc-
ture. (Unit
-IV)

Associate
the UNIX
file APIs
with UNIX
system
program.
(Unit-1V)

D/A Accuracy and Resolution, A/D Converter-Sitankeous Conversion

Understand
the UNIX
process L | | _
architecture | 5 HIHIL M L
& control
(Unit-V)

L- Low, M- Moderate, H-High

Fig 3. lllustration of CAM of Unix System Programming
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exec Functions

Changing User IDs and Group IDs, Interpreter Fégstem Function
Process Accounting, User Identification, ProcesseE 1/0 Redirection
Process Relationships: Introduction, Terminal LegiNetwork Logins

0. Process Groups, Sessions, Controlling Termiogétpgrp and tcsetpgrp
Functions, Job Control, Shell Execution of Progra@sphaned Process

HOONO®

Course Articulation Matrix (CAM)

Course Program Outcome
Outcome (ABET/NBA-(3a-k))

(CO) albfc]d]e]fJg]h]i]JjiJk][I]m]n

Describe
UNIX op-
erating
system
operations
and operat-
ing system
structures.
(Unit-I)

Under-
stand
UNIX O.S.
file system | L
& File 5
handling
commands.
(Unit-I)

Under-
stand

UNIXO.S. | L
file attrib- 5
utes (Unit-

In)

Understand
UNIX O.S.
process
management
& Recog- L M
nize process| 3
handling
commands
of UNIX
(Unit-11)
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UNIT-5

, Introduction to VHDL. Describing data flowyke with example
. Behavioral style with example

Structural and mixed design style with example

Simulating design for arithmetic and combinadiocircuits

TTL Parameters, TTL Overview
Three state TTL Devices

74C00 CMOS

CMOS Charactersistics

1
2
3
4.
5. Switching circuits
6
7
8
9
1

0. Exercises.

Course Articulation Matrix (CAM)

Course Outcome (CO)

Program Outcome

(ABET/NBA-(3a-k))

a|blcjdle|f|lg]h]i

Understand Basic gates
and Universal gates . LL [M-f-[-[M-]-]-]"
Designthe logic circuit

L3 |HIHLf-]-|M|]-|-]-
Apply the knowledge of]
number system. L4 | HIH L - - M]-]-|¢L
Designthe counters
using flip-flops. L4 H{H Lf- [ Mf- - |-
Designthe shift regis-
ters. L4 |H{H Lf-]-|M[-]-]L
Understand andWrite L1
the VHDL code for all & |HIMH-|-1|-1m]-]1-
logic circuits. L4

L- Low, M- Moderate, H-High

Fig 3. lllustration of CAM of Digital Circuits Design
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Course Assessment Matrix (CaM)

Course Out-
come (CO)

Program Outcome
(ABET/NBA-(3a-k))

d]le|f]lg]|h

Understand
Basic gates
and Universal
gates .

L1

Designthe
logic circuit

L3

Apply the
knowledge of
number sys-
tem.

L4

Designthe
counters using
flip-flops.

L4

Designthe
shift registers.

L4

Understand
andWrite the
VHDL code
for all logic
circuits.

L1
&
L4

1 - Low, 2 — Moderate and 3 — High

Fig 5a. lllustration of CAM of Digital Circuits De sign
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10.

Shell Programming Examples
Shell Programming Examples

. Shell Programming Examples

Unit-4
UNIX and ANSI Standards: The ANSI C Standard, THeSNISO C++
Standards, Difference between ANSI C and C++, TBSIK Standards,
The POSIX.1 FIPS Standard, The X/Open Standards
UNIX and ANSI Standards: The ANSI C Standard, TH¢SNISO C++
Standards, Difference between ANSI C and C++, TBSIK Standards,
The POSIX.1 FIPS Standard, The X/Open Standards
UNIX and POSIX APIs: The POSIX APIs, The UNIX an@©@8IX De-
velopment Environment, APl Common Characteristics.
UNIX and POSIX APIs: The POSIX APIs, The UNIX an@8IX De-
velopment Environment, APl Common Characteristics.
General File APIs, File and Record Locking, Diregtbile APIs, Device
File APIs
General File APIs, File and Record Locking, Diregtbile APls, Device
File APIs
FIFO File APIs, Symbolic Link File APls, Generalld-iClass, redfile
Class for Regular Files
FIFO File APIs, Symbolic Link File APIs, Generalld-iClass, redfile
Class for Regular Files
dirfile Class for Directory Files, FIFO File ClasBevice File Class,
Symbolic Link File Class, File Listing Program
dirfile Class for Directory Files, FIFO File &ls, Device File Class,
Symbolic Link File Class, File Listing Program

Unit-5
The Environment of a UNIX Process: Introduction,imiunction, Pro-
cess Termination, Command-Line Arguments, Envirammeist,
Memory Layout of a C Program
The Environment of a UNIX Process: Introduction,imiunction, Pro-
cess Termination, Command-Line Arguments, Envirammeist,
Memory Layout of a C Program
Shared Libraries, Memory Allocation, Environmentrihles, setjmp
and longjmp Functions, getrlimit, setrlimit Funeat@ UNIX Kernel Sup-
port for Processes
Shared Libraries, Memory Allocation, Environmentridhles, setimp
and longjmp Functions, getrlimit, setrlimit Funet®y UNIX Kernel Sup-
port for Processes
Introduction, Process Identifiers, fork, vfork, gxivait, waitpid, wait3,
wait4 Functions, Race Conditions
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N

File Ownership

File Systems and Inodes, Hard Links, Symbolitkkiand In, The Direc-
tory, umask: Default File and Directory Permissioktodification and
Access Times. find: Locating Files, Converting OR#e to Other,
dos2unix and unix2dos: Converting between DOS aNtXlJCompress-
ing Files, gzip, gunzip, zip and unzip commandsctanmand.

Process Basics, ps: Process Status, SystemsBescé/lechanism of Pro-
cess Creation, Internal and External Commands, iRgniobs in Back-
ground

nice: Job Execution With Low Priority, Killingr&cesses with Signals,
Job Control, at and batch: Execute Later, cron:riuqJobs Periodical-
ly, time: Timing Processes

The Sample Database, pr: Paginating Files, Hesglaying the Begin-
ning of a File

tail: Displaying the End of a File, cut: Slittira File Vertically, paste:
Pasting Files

sort: Ordering a File, unig: Locate Repeated ldnd repeated Lines, tr:
Translating Characters, An Example: Displaying ariivoount List
Examples of Simple Filters

. Revision

Unit-3
The Shell's Interpretive Cycle, Pattern Matching WHild-cards, Escap-
ing and Quoting, Redirection: The Three Standalesidev/null and /
dev/tty:Two Special Files, Pipes
tee: Creating a Tee, Command Substitution, Sheaibkes, Environ-
ment Variables, Aliases (bash and ksh), Commantb#jigbash and
ksh)
Shell Scripts, read and read-only commands, Usingr@and Line Ar-
guments, exit and Exit Status of Command, The lalgbperators &&
and || -Conditional Execution, The if Conditiorldsing test and [ ] to
Evaluate Expressions
The case Conditional, expr: Computation and Strlagdling, $0: Call-
ing a Script by Different names, while: Loopingt:faooping with a List,
set and shift; Manipulating the Positional Paramsete
The here Document (<<), trap: Interrupting a ProgrBebugging Shell
Scripts with set -x, export: Exporting Shell Valliedy eval: Evaluating
Twice, The exec Statement
Development of simple shell scripts to demonsttiageinteger and real
arithmetic operations, handling of positional pagtens, the use of
branching and looping constructs in the shell, iagdf signals using
the trap etc.
Shell Programming Examples
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Course Code : P13CS33 Semester : I | -T-P:4 -0-0

Course Title : Data structure with C

Contact Period: Lecture: 52 Hr, Exam: 3 Hr Weightage: CIE:50; SEE:50

Prerequisites : Subject requires student to know about
1. Basic C programming skills
2. Basics of computers

Course Learning Objectives (CLOs)

This course aims to

1. Analyzethe need for data structuring techniques,

2. Designand Implement standard data structures like stesikg recurs
sion .

3. Learn the different types of linked list

4. Designand implement operations on SLL, DLL, Circular Sahd Cir-
cular DLL using header nodes.

5. Learn the Basic operations on - Linear queue, Circulzeug, Priority
Queue and Double ended Queue .

6. Design ad Implement different types of queues Using SLL.

7. ldentify the différent tree traversal techniques

8. Design andimplement different tree traversal techniques udi@gtion
and recursion.

9. Learnthe different sorting and searching techniques.

10. Analyze the performance othe different sorting and searching tefh-
niques.. .

Course Content
Unit-1

Introduction to data structures-Definition, Abstract Data Types-ADT f(
rational numbers, ADT for varying length Characs#ring Classification o
Data Structures.
Stacks
Representing stack in C- Implementation of Puslp, &a display operationfs
using arrays and pointers.
Example of Stacks: Infix, Postfix, Prefix, Infix fgostfix, prefix to postfix
evaluation of postfix.

=

Recursion
Definition ,Writing Recursive programs-Factorial Idbers, Fibonacci Nunj-
bers and Tower of Hanoi Problem 10 HoYrs
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Unit-2
Linked Lists
Static Memory Allocation and Dynamic Memory Alloat, Basic operations
on SLL, DLL, Circular SLL and Circular DLL: inseatn, deletion and dis-
play. Implementation of SLL with Header nodes 10 Hours
Unit-3
Applications of Linked Lists: Merging, Reversing, Searching, Addition of
two polynomials using SLL.
Queues
Definition, Representation, operations, implemeatatusing arrays and
linked lists. Different types of queues, Basic @ti@ns on - Linear queue,
Circular queue, Priority Queue and Double endedu®@{®sing SLL), Appli-
cations of Queues HOours
Unit-4
Trees
Introduction-Definition, Tree Representation, Pndigs of Trees, Operations
on Binary tree, Binary Search Tree [BST] - Defimitj searching BST, Inser-
tion to BST, Deletion from BST, Display BST
Tree and their Applications- Tree Traversal, Gen&gression as a tree,
Evaluating an Expression Tree; Threaded Binary Trees-Threads, Inorder Tra-
versal of a Threaded Binary Tree, Inserting a Ninde a Threaded Binary
Tree 12 Hours
Unit-5
Sorting Techniques
Insertion sort, Quick sort, Binary tree sort, Hsapt, Merge sort.
Searching Techniques
sentinel search, probability search, ordered éiatch (Text Book-2) 10 Hours

Text Book :

1. Data Structures using C and C++ by Yedidyah kangand Moshe J.
Augenstein and Aaron M.Tenanbaum, PHf Exition.

2. Data Structures — A pseudo code Approach with Richard F Gilberg
and Behrouz A forouzan!®Edition.

Reference Book

1. Fundamentals of Data Structures in C - Horgw#ahani, Anderson-
Freed, Second Edition, University Pres¥, Edition. Understand primi-
tive and derived data structure.

Course QOutcomes

After learning all the units of the course, the student is able to
1. Understand Abstract data types, Stacks andgiecur
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. Difference between wait3 and wait4

. Explain exec function

. Explain Race Condition

. Explain Process Accounting

. Explain Job Control

. What are abnormal terminations

. What is process group and session

. What are the different attributes and explaiche
. Explain process termination

. Explain process creation

. Explain file sharing

. Explain hard link and symbolic link

. What are the different types of files and hbeytare created

Lesson Plan
Unit-1

Brief history, Salient features of a UNIX SystenmeTUNIX Architec-
ture. Introduction to Linux Operating System, Intdrand External Com-
mands
Introduction to system administration, man: Browsamd Manual Pages
On-line, cal: The Calendar, date: Displaying andt&y Date, echo: Dis-
playing a Message, printf: An Alternative to echo
bc: The Calculator, script: Recording Your Sesspagswd: Changing
Your Password, who, uname: Knowing Your Machindigi@cteristics
tty: Knowing Your Terminal, stty: Displaying aig#tting Terminal
Characteristics
The File, The Parent-Child Relationship, The HOWMariable: The
Home Directory, pwd: Checking Your Current Diregtor
cd: Changing the Current Directory, mkdir: MakiDirectories, rmdir:
Removing Directories, Absolute Pathnames, Rel®&thnames
Is: Listing Directory Contents, The UNIX File 8gm. cat: Displaying
and Creating Files, cp: Copying a File, rm: Delgtitiles, mv: Renaming
Files
more: Paging Output, The Ip Subsystem: Prirdifkgle, file: Knowing
the File Types, wc: Counting Lines
Words and Characters, od: Displaying Data ireQ@the spell and ispell,
cmp: Comparing Two Files

. Revision

Unit-2
Is I: Listing File Attributes, The d Option: LisgnDirectory Attributes,
File Ownership, File Permissions
chmod: Changing File Permissions, Directory Perioiss Changing
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Sl. Topic Learning Objectives
No
Unit-3
1. | SHELL Pro-| Develop a command of the Unix Shell environ-
gramming ment, including advanced Unix topics.
2 | SHELL Pro-| Write simple programs that manage UNIX system
gramming resources
3 | SHELL Pro-| Write advanced shell programs using loops and
gramming branches etc.
Unit-4
1 | Introduction to| Possess the skills of UNIX O.S. system programt
Unix System| ming
Program
Become acquainted with the basic tools used to
2 | UNIX File | develop software in the C programming languagé
APIs on the Unix platform.
Unit-5
1 | UNIX Pro- | To introduce students the concepts and princigigs o
cesses UNIX Processes and to enable them to understand
the duties and scope of a UNIX processes
2 | process Conl Have hands-on knowledge of the basic principle§ of
trol Unix Process Control....
Review Questions
1. Explain how to create, delete, copy and renamk anflUNIX systems
2. Explain how two file can be compared in UNIX andwhio display data
in OCTAL
3. Explain how to check the files in current directatgng with different
options that can be included
4. What are Internal and external commands?
5. Explain the salient features of unix systems
6. Explain the following: gzip, gunzip and zip
7. Write note on Terminal login and Network login.
8. Explain UNIX kernel support for process.
9. Explain setjmp and longjmp function
10. Explain Memory layout of a C program
11. Explain fork and vfork
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2. Understand Abstract data types, Stacks andgiecur

3. Develop and implement linked list.

4. Develop programs to implement different queues.

5. Understand and create trees.

6. Understand and implement sorting and searckicigiiques.

Topic Learning Objectives

After learning all the topics of unit — I, the student is able to

Sl. Topic Learning Objective
No
Unit |
1 | Introduc- 1. Define data structure(L1).
tion to 2. Write an ADT specification for rational
numbers and strings(L1).
data struc- 3. List (classification) the different types of
tures data structure(L2).
4. Explain with an example classification of
data structure (L2).
2 | stacks 1. Define stack (L1)
2. Define postfix and prefix expression(L1)
3. Develop an algorithm to evaluate postfix gnd
prefix expression.(L4)
4. Develop an algorithm to convert infix to
postfix and prefix to postfix(L4)
3 | rRecursion 1. Define Recurssion(L1)
2. Write a recursive program to firfehctorial of
a Number, to generate nth Fibonacci Num-
ber and Tower of Hanoi (L3)
3. List the application of stack(L2).
4. Identify the differences between recursive
and iterative programs(L3)
1 | Linked Lists ' _UNIT-2 .
1. Define Static Memory Allocation and Dy-
namic Memory Allocation (L1).
2. List the differences between Static Memq@ry
Allocation and Dynamic Memory Allocation
L2
3. (Idgntify the differences between array imple-

mentation and linked implementation (L3)
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4,
5.

6.

tions using above fuctions(L4)

Define SLL,DLL,CSLL (L1).
Write functions to perform basic operations jon
SLL,DLL,CSLL with header node and witholit
header node (L3).

Develop a program to perform basic opera-

Applications ) _ UNIT-3 ,

. 1. Explain merging of two SLL, reversing a SL|,
of Linked Searching an item in SLL with example(L2)
Lists 2. Develop an algorithm to merge two SLL, fe-

versing a SLL, Searching an item in SLL (L4
3. Write a functions to merge the given two S} L
reversing a SLL, Searching an item in S|L
(L3)
4. Define Polynomial(L1).
5. Given the polynomial, represent it using
SLL(L2)
Queues 1. Define queue (L1)
2. Explain the basic operations on linear queue
with an example (L2)
3. List the different methods to overcome the
disadvantages of linear queue(L2)
4. Write a function for implementing queue usipg
array and SLL(L3)
5. List the different types of queues(L2)
6. Explain the above types of queues with exam-
ple(L2)
7. Write the function to implement basic opefa-
tions on above queues(L3)
8. Explain the applications of queues in the
field of computer science(L2)
Trees UNIT-4
1. Define tree and the terms related to it(L1)
2. List the different tree representation(L2)
3. Define Binary tree and terms related to it(L1).
4. List types of binary trees (L2)
5. Writethe algorithm for basic operations on
BST (L3)
Trees and theif 1- Define Tree traversal. (L2).
o 2. Explain different tree traversal techniqugs.
applications (L1).
3. Write algorithms for different tree traversal
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Text Books:

1.
2.
3.

Course Outcome:

UNIX Concepts and Applications by Sumitabha Dlasdition, Tata
McGraw Hill, 01-May-2006.

Terrence Chan: UNIX System Programming Using (Hirst edition,
Prentice Hall India, 2011.

W. Richard Stevens: Advanced Programming iniN&X Environment,
Second Edition, Pearson education, 2011

1. Understand the role of UNIX systems programming.

2. Understand UNIX System calls and terminology.

3. Able to produce programs similar to standard UNIities (mv, rm
etc.) using raw UNIX system calls and do basicestcn@manipulation (fo
text based editors, menu driven systems, formy etc.

4. Writing shell programs

5. Recognize different types of file supported byIX operating system.

6. Knowledge of the basic principles of UNIX filgstem.

7. Knowledge of the basic principles of UNIX procegstem

Sl Topic Learning Objectives
No
Unit-1
1. | Background Understand the components of UNIX OS and req
and Basic ognize them in different UNIX variant OS.
Commands
2 | Background | ngerstand UNIX O.S. Command line basic com
and Basic mands
Commands
3 | The FILE sys- Understand UNIX O.S. Command line command
tem and EILE| for file system handling
handling
Commands
Unit-2
1 | FILE Attrib- Understand UNIX O.S. Command line command
utes for file handling attributes

The Process | Understand basics of UNIX process

Simple Filters | Understand UNIX O.S. basic input & output com

mands
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techniques. (L1).

of Command, The Logical Operators && and || -Cdodil Execution, The 3. Write algorithms for different tree traversal
if Conditional, Using test and [ ] to Evaluate Eegsions, The case Confi- techniques. (L3). )
tional, expr: Computation and String Handling, $&lling a Script by Dif 4. Write binary tree for a given traversal ge-
ferent names, while: Looping, for: Looping with &t, set and shift: Manig- quences. (L3).
ulating the Positional Parameters, The here Doctifses), trap: Interrupting 5. Define threaded binary tree.(L2).
a Program, Debugging Shell Scripts with set -x,cexExporting Shell Vari 6. Write the advantage of threaded binary tree
ables, eval: Evaluating Twice, The exec Statemeatelopment of simplg (L3). ] _
shell scripts to demonstrate the integer and retinaetic operations, han- 7. Write program to perform basic operations|on
dling of positional parameters, the use of brangkind looping constructs |n threaded binary tree.(L3)
the shell, handling of signals using the trap etc. 12 Hours T ONTTE

Unit-4 S.ortlng Tech 1. Explain different sorting techniques with €x-
Introduction to Unix System Program: UNIX and ANSI Standards: THe niques ample (L1)
ANS| C Standard, The ANSI/ISO C++ Standards, Défere between ANSI 2. Write algorithms for different sorting tech-
C and C++, The POSIX Standards, The POSIX.1 FIR®dard, The X niques(L4) ,
Open Standards. UNIX and POSIX APIs: The POSIX AFfee UNIX and 3. List the applications of the above sorting tecp-
POSIX Development Environment, API Common Charasties. niques.(L2)
UNIX File APIs: General File APIs, File and Record Locking, Diregfp - - - - -
File APIs, Device File APIs, FIFO File APls, SymigoLink File APls, Gen 2 | searching | 1. Explain ?L'flfg’re”t searching techniques wjth
eral File Class, regdfile Class for Regular Filesfild Class for Directory Techniques 2 Writep algorithms  for different searchirlg
Files, FIFO File Class, Device File Class, Symbdliok File Class, Filg ' techniques(L4)
Listing Program 12 Hours 3. List the applications of the above searching

Unit-5 techniques.(L2)

UNIX Processes:The Environment of a UNIX Process: Introduction,ima

function, Process Termination, Command-Line ArgutserEnvironmeng

List, Memory Layout of a C Program, Shared Librsyiglemory Allocation Review Questions

Environment Variables, setjmp and longjmp Functjogetrlimit, setrlimit Define data structure

Functions, UNIX Kernel Support for Processes. o Write an ADT specification for rational numbersiastrings

Process Control : Introduction, Process Identifiers, fork, vfork, gxvait, List the different types of data structure

waitpid, wait3, wait4 Functions, Race Conditionse® Functions, Changirlg Explain with an example classification of datacture

User IDs and Group IDs, Interpreter Files, systemmdtion, Process Ag¢- Define stack

counting, User Identification, Process Times, I/€dRection. Process Relp- Define postfix and prefix expression

tionships: Introduction, Terminal Logins, Networlogins, Process Grous, Develop an algorithm to evaluate postfix anefigrexpression

Sessions, Controlling Terminal, tcgetpgrp and fuget Functions, job Con- Develop an algorithm to convert infix to postéird prefix to postfix

trol, Shell Execution of Programs, Orphaned ProGrssips 12 Hours Define Recursion

0. Write a recursive program to firleactorial of a Number, to generate
nth Fibonacci Number and Tower of Hanoi

11. List the application of stack

12. Identify the differences between recursive itgr@tive programs

13. Define Static Memory Allocation and Dynami@ivMory Allocation

14. List the differences between Static Memory édiion and Dynamic

Memory Allocation

BooNouA~WONE
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15.

16.
17.

18.
19.

20.

Identify the differences between array impletagon and linked imple-
mentation

Define SLL,DLL,CSLL

Write functions to perform basic operations 8bL,DLL,CSLL with
header node and without header node

Develop a program to perform basic operatiaisguabove functions
Explain merging of two SLL, reversing a SLLa8ghing an item in SLL
with example

Develop an algorithm to merge two SLL, revegsanSLL, Searching an
item in SLL

. Write a functions to merge the given two SLtemsing a SLL, Search-

ing an item in SLL

. Define Polynomial

. Given the polynomial, represent it using SLL

. Define queue

. Explain the basic operations on linear queub amn example

. List the different methods to overcome thediisatages of linear queue
. Write a function for implementing queue usimgag and SLL

. List the different types of queues

. Explain the above types of queues with example

. Write the function to implement basic operation above queues
. Explain the applications of queues in the fafldomputer science
. Define tree and the terms related to it

. List the different tree representation

. Define Binary tree and terms relatedt to

. List types of binary trees

. Write the algorithm for basic operations on BST

. Define Tree traversal.

. Explain different tree traversal techniques.

. write algorithms for different tree traverdakchniques..

. Write binary tree for a given traversal

. Define threaded binary tree

. Write the advantage of threaded binary tree

. Write program to perform basic operations aedted binary tree
. Explain different sorting techniques with exdenp

. Write algorithms for different sorting technégu

. List the applications of the sorting techniques

. Write algorithms for different searching teajugs

. List the applications of the searching techegju

. Compare the performance of different sortirptéques

. Compare the performance of different searcténgniques

20

Unit-2
The FILE System and FILE handling Commands
The File, The Parent-Child Relationship, The HOMErigble: The Home
Directory, pwd: Checking Your Current Directory,: c¢hanging the Curreit
Directory, mkdir: Making Directories, rmdir: Remang Directories, Abso-
lute Pathnames, Relative Pathnames, Is: Listingediiry Contents, The
UNIX File System. cat: Displaying and Creating Bjlep: Copying a Filg
rm: Deleting Files, mv: Renaming Files, more: Pggutput, The Ip Sul
system: Printing a File, file: Knowing the File Teg wc: Counting Lines,
Words and Characters, od: Displaying Data in Octak spell and ispel
cmp: Comparing Two Files 9 Hours

Unit-3

FILE Attributes
Is I: Listing File Attributes, The d Option: ListinDirectory Attributes, Filg
Ownership, File Permissions, chmod: Changing Féenttssions, Directory
Permissions, Changing File Ownership. File Systeand Inodes, Harpl
Links, Symbolic Links and In, The Directory, umagkefault File and Direq-
tory Permissions, Modification and Access TimesgfiLocating Files, Corl-
verting One File to Other, dos2unix and unix2dosnerting between DO
and UNIX, Compressing Files, gzip, gunzip, zip amtzip commands, tar
command
The Process
Process Basics, ps: Process Status, System PracklEsshanism of Proceps
Creation, Internal and External Commands, RunnioigsJin Background,
nice: Job Execution With Low Priority, Killing Presses with Signals, Jpb
Control, at and batch: Execute Later, cron: Rundiogs Periodically, timg:
Timing Processes
Simple Filters
The Sample Database, pr: Paginating Files, heapl@jing the Beginninp
of a File, tail: Displaying the End of a File, c\@litting a File Vertically
paste: Pasting Files, sort: Ordering a File, uhigcate Repeated and Npn
repeated Lines, tr: Translating Characters, An EptanDisplaying a Word}
count List 9 Hours
Unit-3

SHELL Programming : The Shell's Interpretive Cycle, Pattern MatcHi
The Wild-cards, Escaping and Quoting, Redirectibhe Three Standa
Files, /dev/null and /dev/tty: Two Special Filespés, tee: Creating a THq
Command Substitution, Shell Variables, Environm#&fariables, Aliase
(bash and ksh), Command History (bash and ksh)ll Skeepts, read an
read-only commands, Using Command Line Argumenis aad Exit Status

S
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Identify and Apply
algorithm Techniques
to solve realistic prob-
lems.

LS |3|213]|-[3|-[-[-|[3-|3

Designandimple-
ment algorithms for L5 131213]-[3|-[-[-[3-|3
the given problem.

1 - Low, 2 — Moderate and 3 — High

lllustration of CaM of Analysis and design of Algaithms

Course Code : P13CS45 Semester : IV | -T-P:4-0 -0

Course Title : Unix System Programming

Contact Period: Lecture: 52 Hr, Exam: 3 Hr Weightage: CIE:50; SEE:50

Prerequisites : Nil

Course Learning Obijectives (CLOs)

This course aims to

This course will help students to achieve tHie¥ang objectives:
Introduces the Students to the main concept@fUNIX Operating
System.

To familiarize with the UNIX kernel structuredanystem calls.

The most commonly used UNIX commands and @#iire described
detail as are the command line wildcard and retigedacilities.
Comprehensive introduction to Shell Programming.

To manipulate system resources such as files, pseseand system i
formation

P DNME

ou

Course Content
Unit-1
Background and Basic Commands
Brief history, Salient features of a UNIX SystenheTUNIX Architecture
Introduction to Linux Operating System, InternadaBxternal Command
Introduction to system administration, man: Browsamd Manual Pages O
line, cal: The Calendar, date: Displaying and Syskate, echo: Displayin
a Message, printf; An Alternative to echo, bc: Thadculator, script: Recorq
ing Your Session, passwd: Changing Your Passwohd, wname: Knowin

Your Machine's Characteristics, tty: Knowing Youerminal, stty: Display}

ing and Setting Terminal Characteristics 10 Hours

Z

QD

84

Lesson Plan
UNIT-1
1. Introduction to data structures-Definition, Afast Data Types-ADT for
rational numbers,
ADT for varying length Character Stringlassification of Data Struc-
tures.
StacksRepresenting stack in C
Implementation of Push, Pop and display opemnatising arrays
Implementation of Push, Pop and display opematiesing pointers
Example of Stacks: Infix, Postfix, Prefix
Infix to postfix, prefix to postfix conversion
Evaluation of postfix expression with example
Recursion
Definition ,Writing Recursive programs-Fatab Numbers
10. Fibonacci Numbers and Tower of Hanoi Problem
UNIT-2
Linked lists
Introduction of Static Memory Allocation and DynanmiViemory Alloca-
tion
Explaining the different types of liked list Wwitomparison
Explaining Basic operations on SLL,
Writing program on SLL
Explaining Basic operations on DLL,
Writing program on DLL
Explaining Circular SLL and Circular DLL
Insertion, deletion and display operations ac@ar SLL
Insertion, deletion and display operations amc@ar DLL

. Implementation of SLL with Header nodes.
UNIT-3
Applications of Linked Lists: Explaining the application of linked list.
Algorithms for Merging, Reversing,
Addition of two polynomials using SLL
QueuedDefinition, Representation,
Implementation of queues using arrays
Implementation of queues using linked list
Different types of queues
Basic operations on - Linear queue, Circularugu
Basic operations on - Priority Queue and Doublesdr@ueue (Using
SLL).
10. Applications of Queues

n
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UNIT-4
Trees
Introduction-Definition, Tree Representation.

Properties of Trees
Operations on Binary tree,,

Binary Search Tree [BST] - Definition

Searching BST, Insertion to BST,

Writing program , Deletion from BST, Display BST

Tree and their Applications- Tree Traversal, &ahExpression as a tree,
Evaluating an Expression Tree; Threaded Binary Trees-Threads

Inorder Traversal of a Threaded Binary Tree,

. Inserting a Node into a Threaded Binary Tree

UNIT-5
Sorting Techniques

Insertion sort, Quick sort.
Binary tree sort
Explaining Heap sort
Writing program on Merge sort.
Searching Techniques sentinel search
Writing program probability search
Ordered list search
Comparison of different sorting techniques.
Comparison of different searching techniques.

0 Discussing the applications of sorting and&@ag techniques.

22

Identify and Ap-
ply algorithm
Techniques to LS|H[{M|H|-|H|-[-[-|HI-
solve realistic
problems.

Designandim-
plementalgo-

rithms for the giv- =2 || A W) R
en problem.

IHL--1-lHIT-

L- Low, M- Moderate, H-High

lllustration of CAM of Analysis and design of Algaithms

Course Assessment Matrix (CaM)

Program Outcome

Course Outcome (ABET/NBA-(3a-k))

(CO) al|bflc|dfe|[f]lghli]]j

Analyzethe space and
time complexitiesfor | L1 |3 |1|2|-[-|-]-|-]|-|-
the given problem.

Solveproblems on
searching and sorting
using the algorithm i .1 14l
techniques such as d¢g S EEE £ £
crease and conquer,
divide and conquer.

Solve graph based
problems using the

different algorithm S AEIEIE
techniques.

Apply solutions to
overcome the limita- | L2 [2|-|- |- AEEREE
tions of algorithms.

83
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List Ranking.

Branch-and-Bound for The Traveling Salespersoblpm.
Approximation Algorithms for NP-Hard Problems.
Introduction to pram algorithms
Computational Model.

Parallel Algorithms for Prefix Computation.

Course Articulation Matrix (CAM)

A. Course Articulation Matrix (CAM)

Course Out-
come (CO)

Program Outcome
(ABET/NBA-(3a-k))

cldle|flg|n i

Analyzethe
space and time
complexities for
the given prob-
lem.

L1

Solveproblems
on searching ang
sorting using the
algorithm tech-
niques such as
decrease and
conquer,divide
and conquer.

L3

Program Outcome
Course Outcome (CO) (ABET/NBA-(3a-k))
alblc|d|e]|flglh]|il]lj
Understand primitive andL
derived data structure. o P M ML
Understand Abstract dajd
types, Stacks & recursion. | 2 LE-1H - (ML (MR-
Develop and implemeth
linked list. 3L-H-M--MH-
Develop programs to implé-L
ment different queues. 3 L1-1H]-[M]-[-IM[H]-
Understand and createtrees.3 FL-TAal-Iml-1-ImlAl-
Understand and implement L
sorting and searching tech- 3 M]-|H|-|M|-]-|M]|H|-
nigues.

L- Low, M- Moderate, H-High

Course Assessment Matrix (CAM)

Solve graph
based problems
using the differ-
ent algorithm
techniques.

L3

Apply solutions
to overcome the
limitations of

algorithms.

L2

82
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Course Code : P13CS34 Semester : I | -T-P:4 -0-0

Course Title : Discrete Mathematical Structures

Contact Period: Lecture: 52 Hr, Exam: 3 Hr Weightage: CIE:50; SEE:50

Prerequisites : Nil

Course Learning Objectives (CLOs)

This course aims to

1. Analyzeto solve problems using simple techniques of dagrtheory .

2. Understand the concepts of set theory extended to n casdinezlprob-
lems.

3. Learn the fundamentals of logic and its applications.

4. Identify Use of quantifiers, the nature of proof like direr indi-
rect ,proof by contradiction, check the validityao§iven argument.

5. Learn the importance of induction principle and pigedeharinciple in
proving statements.

6. Learn the basic concepts of Recurrence relations, Raktand func-
tions.

7. ldentify the different ways of representing relationsiatrix and di-
graph form with properties.

8. Apply the concepts of relations and functions to solvemiproblem.

9. Learn the concepts of groups and its applications.

10. Apply coding theory concepts to code and encode a message

Course Content
Unit-1

Principles of counting: The rules of sum and product, Permutations, Jom-

binations : The Binomial theorem- combinations wepetition.

Set Theory :Sets and subsets, set operations and the Lawgtatheory

Counting and Venn Diagrams, A First Word on Prolitghi 10 Hourqg
Unit-2

Fundamentals of Logic Basic Connectives and Truth Tables, Logic Equjva-

lence, The Laws of Logic, Logical Implication - Ralof Inference,

Quantifiers and their uses: Quantifiers, Definitions and Rneofs of Theo-

rems (Direct and indirect methods) 10 Hours
Unit-3

Properties of Integers Mathematical Induction, The Well Ordering Princi-

ple- Mathematical Induction in the Alternative farRecursive definitions

Relations and Functions Cartesian Products and Relations, Functions Hlain
and One-to-One, Onto Functions — Stirling’s Numbafrshe Second Kind,
The Pigeon-hole Principle, Function Composition dnderse Functiong.

Special functions-characteristic function, permotat function, Hashin$
function 10 Hi®

24
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Mathematical Analysis of non-Recursive Algorithm
Mathematical Analysis of Recursive Algorithms.
Mathematical Analysis of Recursive Algorithms.
Selection sort.
Bubble sort.
Unit-2
Mergesort.
Quicksort.
Binary Search tree.
Binary tree traversals and related properties.
Defective Chess Board.
Insertion Sort.
Depth First Search.
Breadth First Search.
Topological Sorting.

0. Topological Sorting

Unit-3
Sorting by Counting.
Sorting by Counting.

Hors pool algorithm for Input Enhancement inir§fMMatching.
Boyer-Moore algorithm for Input Enhancement trirf§ Matching.

Open Hashing.
Closed Hashing.
Computing a Binomial Coefficient.
Computing a Binomial Coefficient.
Warshall’s Algorithm.
Floyd’s Algorithm.
Unit-4
The Knapsack Problem and Memory Functions.
The Knapsack Problem and Memory Functions.
The Knapsack Problem and Memory Functions.
Prim’s Algorithm.
Kruskal's Algorithm.
Dijkstra’s Algorithm.
Huffman Trees.
P, NP and NP-Complete Problems.
P, NP and NP-Complete Problems
Decision Trees.
Unit-5
Backtracking.
Branch-and-Bound problem.
Branch-and-Bound problem.
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Write the Warshall's algorithm for computing the traivatclosure of a
directed graph

Unit-4
Explain the 0/1 knapsack problem algorithm with greedyoeq.
Designa®(n?) algorithm for finding the optimal BST.
Write a pseudo code for constructing a table for soltiregKknapsack
problem.
Compute the optimal solution to the Knapsack instance /1, m = 15,
and (p1, p2, p3, p4, p5, p6, p7) =(10,5, 1%,28, 3) and weights
(wl, w2 ,w3, w4, wh, wé, w7) = (2,3,5,7,1,4,1).
Explain the Kruskal's algorithm with an example and analjgéme
complexity.
Apply Kruskal's algorithm to the given graph to find thaenimum span-
ning tree.
Apply Prim’s Algorithm to the given graph to find themmum span-
ning tree.
Write and explain Diijkstra’s algorithm .
Explain decision tree with example.
Explain the classes of NP-hard and NP-complete.

Unit-5
Write an algorithm of estimating the efficiency of baekking.
Draw and explain the portion of the tree for 4-queerdblam that is
generated during backtracking.
Explain the applications of Backtracking.
Define the term branch and bound technique Explain i ait Example.
Write a complete LC - branch and bound algorithm forpeagk prob-
lem.
Differentiate between Dynamic Knapsack and Branch and Bound Knap-
sack problem.
Apply the branch and bound algorithm to solve the T$Rhi®following
the given cost matrix.
Differentiate between NP-complete and NP-Hard.
Explain the Parallel Algorithms for Prefix Computation.

. Define graph coloring? write an algorithm, which findsamloring of a

graph.

Lesson Plan

Unit-1

Notion of Algorithm, Fundamentals of Algorithnfttoblem Solv-
ing.Graphs.
Asymptotic notations and basic efficiency classe
Asymptotic notations and basic efficiency classe
Mathematical Analysis of non-Recursive Algorithm

80

Unit-4
Relations Revisited Properties of Relations Computer Recognition : Zd

One Matrices and Directed Graphs, Partial Orderddasse Diagramq.

Equivalence Relations and Partitions- Partitionduged by Equivalenc

relations. Topological sorting algorithm, Totallydered sets . External el

ments , Lattices 12 Hours
Unit-5

Groups: Definitions, Elementary Properties, Homomorptisisomor-

phisms, and Cyclic Groups, Cosets, and Lagrarirheorem.

Coding Theory : Elements of Coding Theory, The Hamming MetriteT

Parity Check, and Generator Matrices. Group Cobesoding with Cose

Leaders 10 Hours

Text Books:

1. Discrete and Combinatorial Mathematics, Ralp@®Pmaldi,B.V. Ra-
mana ¥ Edition, PHI/Pearson Education,chapers-1, 2 ,t8.1
34,4142 ,5 7.1t07.4, 7.6, 15.3 to 1557 t015.10

2. Discrete Mathematical structures —Dr D. Sai@irashekariah .Prism
2005.

Reference Books:

1. Discrete Mathematics and its Applications, Kehri¢. Rosen, 6th Edi-
tion, McGraw Hill, 2007.

2. Discrete Mathematical Structures: Theory andligppions, D.S.Malik
and M.K. Sen, Thomson, 2004.

w

Course Outcomes :
Understand the principles of counting and set theory
Identify the quantifiers and their uses and learn the fundaate of
logic theory
Apply the Mathematical induction principle and pegioteharinciple
to solve the real time problems.
Solvethe problems Using the concepts of relations andtfons and
Identify the different ways of representing relations
Apply the concepts of group theory & coding theory. tivesthe given

Problem

o > w e

Discrete Mathematical structure’ &dition Kolman Busby Ross, PHI.
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Topic Larning Objectives (Unitwise) (Max : 50)

SI. No | Topic | Learning Objective

Unit |

1 Princi- 1. Solve the problems of counting theory app|

ples of ing the rules of sum and product(L2)

counting 2. Differentiate between Permutations and
Combinations, Combinations with repetitig

y-
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Principles of
counting

3.

4.

to apply it for the given situation.(L2)
Solve problems on Binomial theorem relat
ing it to counting theory(L3)

Define Binomial theorem for n variables arf
find the coefficient of the given term in the
expansion(L1)

Using combinations with repetition solve t
real time problems in counting.(L3)

d

Set theory

" method (L3)

Using laws of set theory , Memhprshble

Venn diagram method Prove that the gi
two representations of sets are equal or
(L2)

Using addition principle for three sets 4
more Solve the problems of counting theq
(L2)

Identify the laws of set theory and their u
(L2)

Apply Laws of set theory to represent a gi\
set in another form.(L3)

Define probability and find Probability of

given event (using addition principle)(L2).

en
not

nd

bes

en

Fundamen-
tals of logic

Quantifiers

UNIT-2

Define tautology, contradiction and contin-
gency (using truth table)(L1)

Define Logical equivalence, Laws of logic
theory, converse, inverse and contrapositiy
statements of a given implication .(L1)
Solve the problems of Logical equivalence
applying the laws of logic theory

Find the negation of a given statement witlp

truth valve (L3)
Check the validity and invalidity of the giv/
en argument expressing it symbolically (L

Define Quantifiers, Express the statement
the symbolic form, negate the statement
(L1)

Find the truth value of the given statement
and write its negated form (L3).

in
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Define time complexity and space complexity.

Explain the different types of asymptotic notations wikamples.
Showthat f(n)+g(n)=0 (n2) where f(n) = 3n2- n + 4 ay(d)=nlogn+5
Write the algorithm for addition and obtain run timesfier1,10,20,30.
Compute time complexity of recursive Fibonancci proceduséere F
(n)= F(n-1)+ F(n-2).

Write an algorithm for matrix multiplication and find pteount to calcu-
late complexity

Analyze the computing time of selection sort?

. Analyze the computing time of bubble sort?

Unit-2
Write merge sort algorithm and also find its time efiwy.
Show hoe merge sort algorithm to sort the list C, OLLE, G, E in al-
phabetical Order.
Apply quick sort on data set 45, 50, 25, 10, 35, 25305
Designa Divide and Conquer algorithm for computing thenber levels
in a binary tree.
Justify the equality x=n+1 by mathematical induction wheie number
of external nodes and n is number of internal nodes
Designa BFS — Based algorithm for cheking if a gragphyiclic or not.
Designa DFS — Based algorithm for cheking if a graphyiclic or not.
Distinguish BetweenBFS and DFS.
Define AVL tree.

. Showhow heap sort sorts the following sequences of kegscending

order 22, 55, 33, 11, 99, 77, 55, 66, 54, 21, 32.

Unit-3
Designan algorithm for the multiplying corresponding rogns from
two arrays of size n, whose values are n distmeer numbers from 1
to n.
Showhow distribution sorting sorts the following sequaes of keys in
ascending order 45, 24, 36, 59, 68, 7, 99, 17.
Explain Horspool’s algorithm for string matching with exgale.
Apply Horspool's algorithm to search for the eatt AT _THAT
in the text WHICH_FINALLY _HALTS._ _AT_THAT.
Construct the closed hash table for the inputs 30, 20, 581759 and the
hash function h(K)=K mod 11.
Distinguish Betweendynamic programming and Divide and Conquer.
Compute the fobonacci series using dynamic programming.
Write a pseudo code for computing C(n,K).
Give an exampleof a graph with negative weights for which Floyd’s
algorithm does not yield the correct result.

79



Sl. Topic Learning Objective
No

4. Apply Dijkstras Algorithm for finding the Sin-
gle source shortest path for the given
graph.

5. Explain the concept of Huffman Trees.

6. Explain the different methods for obtaining the
lower bounds.

7. Apply the Decision Tree technique for sorting
and Searching problems.

8. Define P,NP and NP-Complete Problems.

9. Explain the Decision version for any given
problems.

10. Classify the problems according their compu
tational complexity.

5 | Copy with the Unit-5
Limitations of | 1. DescribeBacktracking, Branch and Bound.
Algorithm 2. Apply the Backtracking method for solving
Power ,Pran different problems like N-Queens problefn,
Algorithm Hamiltonian Circuit problems etc.

3. Apply the Branch and Bound Method for soly-
ing different problems like Assignment prob-
lem, Knapsack problem etc.

4. Apply the branch and bound algorithm to solve
TSP for the following given cost matrix.

5. Describe Approximation Algorithms for NP-
Hard Problems.

6. Differentiate between NP-complete and NP-
Hard.

7. Discoverthe approximate solutions to difficul
problems of combinatorial optimization using
Approximation algorithms.

8. Definethe Computational Mode.

9. Describethe Parallel Algorithms for Prefix
Computation

10. Define graph coloring
Review Questions

Unit-1
1. Define an algorithm. Explain the characteristitthe algorithm

2. Explain the various stages of algorithm design amalysis process with

a flow chart

78

Check the validity of the argument (with a
quantified statement)expressing it in the
symbolic form.(L3)

Identify and find the type of proofs of theo-

rems  (Direct and indirect methods- con-

trapositive and contradiction methods) (L3
Find the proof of the given statement in di-
rect or indirect method.(L2)

Properties
of Integers

Relations
and Func-
tions

N

o > w

UNIT-3
Define Mathematical induction principl
alternative form and Prove the given op
statements truth value by Mathematical
duction principle (L3)
Represent a sequence in two ways
recursively and explicitly, convert one for
to another.(L2)
Disprove the given statement using Ml pr|
ciple(L2)
Use mathematical induction in the alternat|
form to prove statements in the recurs
form.(L3)
Prove or disprove the given recursive statd
ment using Ml principle(L4)

Define Relations ,functions- one-one and
onto functions,(L1)

Apply Stirling’s Number of second kind to
solve problems (L3)

en

n_

W

n-

ve
ve

Find the number of one —one functions, ofto

functions, bijective functions.(L1)

Solve the problems using pigeon hole prin
ple (L2)

Define special functions-characteristic,
permutation, hashing functions properties.
Domain , Co domain and Range of each
type of function.(L1)

Ci-

Relations

UNIT-4
Define the properties of relations, represer
the relation in the matrix form Digraph fornj
& ldentify the relation given in any form L1
Prove that the given relation in an equiva-
lence relation or partially ordered relation
(L3)

—
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Partially
ordered
relations

Construct the Hasse diagram for a given
partially ordered relation (L3)

Given the Hasse diagram find the number jof
elements present in the set and the relation.
(L3)

Define the properties of an equivalence rela-
tion(L1)
State and Prove the theorem listing the prop-
erties.(L3)
Find the partition induced by an equivalen¢e
relation with properties for a given relation
(L2)

Find the external elements of a given relatfon
- maximal, minimal, least ,greatest ele-
ment ,GLB, LUB of a subset of the given s¢
(L3)

Define a lattice, properties, recognize it in
any form.(L1)

—

Group theory

Coding
theory

N

UNIT-5
Define a Group —Examples ,properties Reg-
ognize the properties of a Group, subgroup,
cyclic group (L1).
State Lagrange’s theorem and prove it . (LR).
Define homomorphism, Isomorphism and
cyclic groups ,cosets (L2).
Elementary type of groups-relations betwepn
them(L1)

Define elements of coding theory and
Haminng metric.
Define Pariy check matrix,Generator matri

ces, coding and decoding with coset leadgrs.

(L1)
Find Encode and Decode the given messdg-
es. Given the parity check matrix for a Ham-
ming code

Construct a decoding table for group code
given by the generator matrix.

28

Sl
No

Topic

Learning Objective

10.

Define Defective Chess Board problem.
Showthe steps executed by Insertion Sort t¢
sort the array and derive its time complexity
using Decrease and conquer .

Define DFS, BFS and Topological Sorting
(L1).

Write DFS, BFS traversals and Topological
Sorting for the given graph using Decrease gnd
conquer .

Showthe steps executed by Heap sort to so
the array and derive its time complexity usin$
Transform and conquer.

Developa Devide and conquer ,Decrease ar
conquer algorithm, Transform and conquer
algorithm to solve new problem, and derive ifs
time complexity

o

Space and
Time
Tradeoffs and
Dynamic Pro-
gramming
techniques.

whn

E

©CoNo O

. Apply the Warshall's Algorithm and the

Unit-3
Explain the concept of space and time
tradeoffs.
Describe‘Sorting by counting’ method.
lllustrate with an example for Sorting by
counting method
Explain the concept of Input enhancement irj
string matching .
Apply Input matching string methods for dif-
ferent strings given
DescribeHashing and the types of Hashing.
Define B-Trees.
Define Dynamic Programming.
Apply Dynamic programming Concept to fing
the Binomial Coefficient.

Floyd’s Algorithm for the graphs given .

Dynamic Pro-
gramming ,
Greedy Tech-
nigue ,
Limitations of
Algorithm
Power

Unit-4
Apply the memory function method to the
Knapsack problem.
Define the Greedy Technique.
Write Prim’s algorithm and the Kruskal's Al-
gorithm Apply the Prims and the Kruskals
algorithm for the graphs to find the minimum
spanning trees
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4. Apply branch-and-bound technique to solve assignmeiigmrg knap-
sack problem and TSP
5. Designand implement algorithms using greedy strateggrafese and
conquer approach ,divide and conquer approach nagrarogramming
approach for a given problem.
6. Apply the greedy strategy, dynamic programming appraactplve
problem
Topic Learning Objectives (Unit wise)
Sl. Topic Learning Objective
No
1 | Notion of Al- Unit-1
gorithm, Fun- | 1. Define Notion of Algorithm .
damentals of | 2. Describethe Fundamentals of Algorithmic
Algorithmic Problem Solving .
Problem solv- | 3. List the different Algorithm Design tech-
ing, Graphs, nigues .
Asymptotic 4. Describehow to prove the correctness of
notations, an algorithm .
Mathematical | 5. List out the applications of graph.
Analysis of 6. Explain the Representation of graphs,
non-Recursive digraphs and networks .
Algorithms 7. Explain the running time and space com-
and Mathe- plexity of algorithms .
matical Analy-| 8. Usedifferent Asymptotic notations to find
sis of Recur- the order of growth of algorithms.
sive Algo- 9. Usethe mathematical techniques required to
rithms. prove the time complexity of program/
algorithm. (e.g., limits and sums of series).
10. Analyze the running time of algorithms.
2 | Divide and Unit-2
Conquer 1. Definedivide and conquer, Decrease and co
method, De- quer technique antiransform and conquer
crease ang technique techniques.
Conquer 2. Describethe three components of divide and
method, conquer algorithms .
Transform and] 3. Showthe steps executed by merge sort,quic
Conquer sort to sort the array and derive its time conf
method . plexity using Divide and conquer.

4. Explain how recurrence relations are derived
from divide-and-conquer algorithms
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10.

11.

12.
13.

14.

15.

Review Questions
Explain and introduce to Rule of sum and proditt problems.
Find the number of license plates created kwbimntains two English
alphabets followed by four digits i) with repetitid) without repetition
How many arrangements are there of all therletteSOCIOLOGICAL?
(i) letters A and G are adjacent? (ii) are all Wtmvels adjacent?
Define power set ,subset , super set of A.r aRg three sets A,B,C
Verify(A-C)-(B-C)= A-(BUC)=(A-B)€
In a class of 31 students, a test of three guestvas given and every
student answered atleast one question, 6 studieht®t answer the first
question, 7 failed to answer the second questidnBagid not answer the
third question and 8 students answered all questmswered .Find the
number of students who answered (i) exactly goestion? (ii) atleast
one question?
If two integers are selected at random and witheplacement from
{1,2,...,99,100} what is the probability th&eir sum is even.
If a fair coin is tossed tour times whathe probability that two heads
and two tails occur.
Define tautology Is (PLa) ~ (b~ (pLA)) a tautology?(Justify
your answer) using truth table and withasihg truth table.
Define logical equivalence and using lawsfygri pVv q)A (pA (pA
q)FE(prg) o ,
Express symbolically and check the validityisltnot sunny this after-
noon and is colderthan yesterday. We will go foinsming if and only if
it is sunny. If we do not go for swimming then wélwake a trip. If we
take a trip then we will be home by sunset. Theeefee will be home by
sunset
Write the statements in the symbolic form vaitbpecific universe for
each
(i) All students have gredtean 80% attendance.
(i) Some students have #adon sports
(iif) Some integers are divisible by 5 aard even
Define Rule of universal specification and gaheation
Expressing symbolically check the validity” Nmior or senior has en-
rolled in sports. Raju has enrolled in sportserEfore, Raju is not a
senior.”
Prove or disprove directly “The sum of ansefconsecutive integers is
always divisible by 5”.
State mathematical Induction principle and Erivat 1.3+2.4+...... +n
(n+2)= n(n+1)(2n+7)/ 6 for all integersh
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16.
17.

18.
19.

20.
21.
22.
23.
24,

25.
27.

(i) Write the given sequence in explicit forgx&, and ga,, + n for n>2

(i) Express the sequence recursivel@a+2 for all n> 1

Define one-one functions, onto functions witaraple for each.

Find the number of one-one and onto functioomfa set of m elements

to a set of n elements.

State pegion hole principle and extended pelgida principle.

Prove that any subset of size 6 from the st,3:3,...,9}must contain

two elements whose sumis 10.

Let f and g be two functions from R to R dedir®y f(x)=2x+1 and g(x)

=x/3 Find i) fog and gof (ii) (gofand f'o g*

Write the formula to find p(m ,n), S(m ,n)ar(@) . what does each

number represent Counting theory

Define domain, codomain and range of a giveetfan, Justify each

with reason.

Explain Characteristic function, permutationdtion and hashing func-

tion and their uses

Let R be a relation defined as “exactly divides A={1, 3, 6, 9,11, 35,

385}

a) Is R a Poset ,verify
b) Draw the Hasse diagram of the poset .

Draw Hasse diagram of all positive divisor86f

. Define least , greatest,maximal, minimal elenea poset .

Let R be a relation defined as (x,y) € R iffr ¥ = even and S be a rela-

tion defined as
x = y-2 on A={1,3,6,8}Find the matrix d®, S, RoS , SoR,RS’.

. Define an equivalence relation. Prove that Bn equivalence relation
defined as x-y multiple of 5 on A ={0, 1, 2, 15,116}. Find the parti-
tion induced by R

. Prove that [M( R¥E M (R for a given relation R on A.

. Prove that [x] = [y]or D)\ [y]=9 for any two elements of a poset (A,R)

. Define Lower bound and upper bound, GLB, LUR&lubset of a poset.

. Find GLB ,LUB of the subset of a poset.whosgshaliagram is given.

. How to convert a partially ordered set intotalty ordered set?

. Define a Lattice with an example.

. Represent a Lattice in a digraph form

. Prove that (A, “subset of”) is a poset.

. Define a Group —Examples ,properties List the prigeof a Group,
subgroup, cyclic group

. State and prove Lagrange’s theorem .

. Define homomorphism, Isomorphism and cyclicug, cosets

. Define ,Homomorphism, Isomorphism between twaugs with a n ex-
ample.
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Decrease and Conquer
Insertion Sort, Depth First Search, Breadth Fiesirgh, Topological Sorting
Transform and Conquer
Presorting, Balanced Search Trees, Heaps and léetap s 11 Hour
Unit-3
Space and Time Tradeoffs
Sorting by Counting, Input Enhancement in Stringdang, Hashing,
Dynamic Programming
Computing a Binomial Coefficient, Warshall's ana¥d’s Algorithms
10 Hourd
Unit-4
Dynamic Programming
The Knapsack Problem and Memory Functions.
Greedy Technique
Prim’s Algorithm, Kruskal's Algorithm, Dijkstra’s iyorithm, Huffman
Trees.
Limitations of Algorithm Power
Decision Trees, P, NP and NP-Complete Problems
Unit-5
Copy with the Limitations of Algorithm Power
Backtracking, Branch-and-Bound, The Traveling Sa¢eson problem.
Approximation Algorithms for NP-Hard Problems.
Pram Algorithm
Introduction, Computational Model, Parallel Algbiits for Prefix Computs
tion, List Ranking, and Graph Problems 10 Hours
Text Books:
1. Introduction to the Design & Analysis of Algdnhs Anany Levitin,
2nd Edition, Pearson Education, 2007.
2. Fundamentals of Computer Algorithms, Ellis HorowlBartaj Sahni,
Sanguthevar Rajasekaran, 2nd Edition, UniversRiess, 2007
Reference Books:
1. Introduction to Algorithms , Thomas H. Cormeina@les E. Leiserson,
Ronal L. Rivest, Clifford Stein, 2nd Edition, PFQ06.

10 Hours

2. Introduction to the Designh and Analysis of Algjeams A Strategic Apt

proachR.C.T. Lee, S.S. Tseng, R.C. Chang & Y.T.Tsai, TMBO5.

Course Outcomes :

1. Analyze algorithms and find best- case, worst-case andageer case,
running times of algorithms using asymptotic natasi

2. Apply the decrease and conquer approach ,divide andieoagproach
to solve problem

3. Describethe notions of P, NP, NPC, and NP-hard
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Course Code : P13CS44 Semester : IV | -T-P:3-1 -0

Course Title : Analysis and Design of Algorithms

Contact Period: Lecture: 52 Hr, Exam: 3 Hr Weightage: CIE:50; SEE:50

Prerequisites : Subject requires student to know about
1. Basic C programming skills .
2. Elementary mathematics : Algebra — Set the@lgtions.

3. Data Structure

Course Learning Obijectives (CLOs)

This course aims to

1. Describethe Fundamentals of Algorithmic Problem Solving .

2. Analyze best- case, worst-case and average - case rutimieg) of algo-
rithms using asymptotic notations.

3. lllustrate the divide and conquer technique with respecteéoge sort ,

quick sort.

lllustrate the Transform and Conquer method with respecteeqpt-

ing ,heap sort .

Explain the concept of space and time tradeoffs

Apply the Warshall’s Algorithm and the Floyd’s Algorithior the

graphs given.

Apply the memory function method to the Knapsack problem.

Define P,NP and NP-Complete Problems.

Apply the Backtracking method for solving different pierhs like N-

Queens

problem, Hamiltonian Circuit problems etc.

10. Describethe Parallel Algorithms for Prefix Computation

oo &

© o~

Course Content

Unit-1
Introduction
Notion of Algorithm, Fundamentals of Algorithmicdtiem Solving,
Graphs.
Fundamentals of the analysis of algorithm efficieng
Analysis Framework, Asymptotic notations and ba$fciency classes.
Mathematical Analysis of non-Recursive Algorithnmelaviathematical
Analysis of Recursive Algorithms.
Brute Force: Selection sort, bubble sort 11 Hours

Unit-2
Divide and Conquer
Merge sort, Quick sort, Binary Search, Binary tireeersals and related
properties,, Defective Chess Board.
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41.
42.
43.

44,
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Write short notes on Encoding and Decoding mkasage.
Define Generator Matrix, Parity-check Matrix.
Prove that In a group code, the minimum distebetween distinct code
words is the minimum of the weighs of the non-zelements of the code
For an encoding function B:Z- Z, ° is defined by the generator matrix
G=

1 0 01

0 10 1

0 0 11
(i) Find the set of all code words assigned by E
(ii) Determine the associated parity check matrix

Lesson Plan
Unit-1

Principles of counting : Introduction to The rutfssum and product
problems
Permutations, Combinations : Problems.
Explain The Binomial theorem- combinations withegfion
Continued - Problems
Set Theory : Sets and subsets, set operationBrafdems
Addition principle of three sets and n setshpgms.
Laws of set theory, Counting and Venn Diagrams, benship table
Method-Problems —laws derivation.
Laws of logical equivalence between two givenestents
A First Word on Probability

. Definition- rules problems of finding Probabilityf the given event_All

types of problems
Unit-2
Fundamentals of Logi®asic Connectives and Truth Tables -problems

Tautology, contradiction ,contingency statements
Converse, inverse, contrapositive statemeatic Equivalence-

problems.

The Laws of Logic theory-problems.

Logical Implication — Argument — define, expresghe symbolic form,
check the validity using truth table and Rulesrdétence.

Quantifiers and their uses: express, find théntwatlue, negate the given
quantified statement.

Rule of universal specification, Rule of uniargeneralization-
examples

Argument with a quantified statement, its valicityd invaliitys.
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Problems

. Explain different types of proof —direct indit@nd contrapositive meth-

ods. Problems

Unit-3
Definition of Properties of Integers: Mathematical Inductiong TWell
Ordering Principle- Mathematical Induction in théeknative form
Problems on Mathematical Induction, Mathematical Induction imet
Alternative form.

Recursive Definitions-explicit representation

Relations and Functions: Cartesian Products andduttion to Rela-
tions, Functions

Problems of finding the domain, codomain , Ranga @inction. Verify

whether the function is one-one, onto, or bothair n

Stirling’s Numbers of the Second Kind, The PigeatetPrinciple
Problems

Function Composition and Inverse Functions. Spéaiections
Problems

. Characteristic function, Permutation function, Hagh function-

Problems- Properties.

Unit-4
Relations Revisited®roperties of Relations —Cartesianm-Problems.
Computer Recognition : Zero-One Matrices , reflexisymmetric , tran-
sitive relations
Problems.
Composition of two relations ,matrix representasion R ,R* and so on
Directed Graphs, Partial Orders - Hasse Diagrgnuperties.-problems
Equivalence Relations- its properties, differaahdard relations.
Representation in the matrix form-its propertlesorem- proof -listing
the equivalence class of every element , findotirdition induced by
equivalence relations.

Topological sorting algorithAProblems, Extremal elements of the poset.

Toset and its properties, Define Lattice.

. LUB, GLB of a subset of a POSET- Propertiea tatice.

Unit-5
Groups: Definitions, Elementary Properties.
Explain -Examples of groups subgroups, cyclic gtoups
Homomorphisms, Isomorphisms , and Cyclic Groupsriidas
Cosets, State and prove Lagrange's Theorem.
Introduction to coding and encoding functions
Elements of Coding Theory : Both to detect andexdrsingle errors in

32

Course Assessment Matrix (CAM)

Course Outcome (CO)

Program Outcome
(ABET/NBA-(3a-k))

alblcld]|e]|flglh]ilj m
Understand the concept o L
finite automata theory. > 312 3| 2] 2 2
Apply regular expressionL
1

for lexical analysis phases 3 2131 3] 3

Identify the syntax of high
er level language

N

Understand and classify
PDA, design PDA for CFQ

N ™
w
w
=
N

DO

Understand Turing machi g
and its applications >

DA

Understand Undecidable
problem, Post’s Corre-
spondence problem .

N ™

DO

1 - Low, 2 — Moderate and 3 — High
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Course Articulation Matrix (CAM)

Course Outcome (CO)

Program Outcome

transmission.

Problems.

B oo~

0. Problems

The Hamming Metric,The Parity Check, and Genertatric

Group Codes: Decoding with Coset Leaders.

Course Articulation Matrix (CAM)

(ABET/NBA-(3a-k))
dle]|flglh]ilij

Understand the concept

of finite automata theo
ry.

L
2

MM L

Course Outcome
(CO)

Program Outcome
(ABET/NBA-(3a-k))

dle] flg]h

Apply regular expreq
sion for lexical analysi
phases

Understand the
principles of count-
ing and set theory

Identify the syntax o
higher level language

Understand and classi
PDA, design PDA for
CFG

Identify the
quantifiers and
their uses and lear
the fundamentals
of logic theory

Understand Turing md
chine and its applicd
tions

t L
2

Understand Undecida-|
ble problem, Post’s
Correspondence prob-

lem .

L M

Apply the Mathe-
matical induction
principle and pe-
gion hole principle
to solve the real
time problems.

L- Low, M- Moderate, H-High

72

Solvethe problems
Using the concepts
of relations and
functions andden-
tify the different
ways of represent-
ing relations

Apply the con-
cepts of group theo
ry and coding theo
ry to solve the giv-
en problem.

—
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Course Assessment Matrix (CaM)

Course Outcome (CO)

Program Outcome

a dle|f|g]lh
Understand the principles Ié 3 111f-1]-11
Identify the quantifiers
and their uses and learn t L 3 1l213]-
fundamentals of logic theo{ 3
ry
Apply the Mathematical
induction principle and
: e L
pegion hole principle to 3 -l -0-112
X 4
solve the real time prob-
lems.
Solvethe problems Using
the concepts of relations L
and functions anttientify 3 3 -l-1-1-1-
the different ways of repre
senting relations
Apply the concepts of
group theory and coding | L 3 -1
theory to solve the given 5
problem.

1 - Low, 2 — Moderate and 3 — High

Fig 5a. lllustration of CAM of Digital Circuits De sign
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Solving problems to convert Finite automata iRegular Expressions

Solving problems to convert Regular Expressions kihite automata
Applications of Regular Expressions

Regular languages, with theorem.

Proving languages not to be regular languages;

Problems on regular languages .

Closure properties of regular languages;

. Decision properties of regular languages

Unit-3
Context-Free Grammars And properties of Corffegke Languages:
Context $ree grammars; with examples.
Problems on CFG.
Explaining LMD,RMD, Parse trees.
Problems on LMD,RMD, Parse trees.
Applications of CFG;
Ambiguity in grammars and Language
Definitions of Normal forms for CFGs;
Problems on Normal forms of CFGs;
The pumping lemma for CFGs

. Closure properties of CFLs.

Unit-4
Pushdown Automata: Definition of the Pushdowtomata with example
The languages of a PDA
Design the PDA for the given language.
Explaining NPDA.
Problems to check whether given PDA is DPDA 8DM.
Equivalence of PDA’'s and CFG’s
Procedure to convert from PDA to CFG
Problems.
Procedure to convert from CFG to PDA

. Problems.

Unit-5
Introduction to Turing Machine, Undecidabilit{?roblems that Comput-
ers cannot solve;
The turning machine with examples.
Programming techniques for Turning Machines;
Design the TM for the given languages.
Extensions to the basic Turning Machines
Different types of TM.
Explaining different types of TM with examples.

Recursively enumerable languages
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. Design a PDA for the given CFG Design a CFQtiergiven PDA

. Design a CFG for the given PDA Define DPDA wattample

. Define DPDA with example Define NPDA with exalm

. Define NPDA with example What are the two dtiads to be satis-

fied for DPDA

. What are the two conditions to be satisfiedJBDA
. Determine whether a given PDA is DPDA or NPDA

. What are the advantages of PDA comparing with FA
. Define Turing Machine

. Design a Turing machine for the given language

. Explain the programming techniques for Turirgchine
. List the different types of Turing machines

. Explain the different types of Turing machines

. Define recursively enumerable languages

. Prove the the language is not recursively enaiphe

. List undecidable problem

. Explain Post's Correspondence problem

. Explain undecidable problems

Lesson Plan
Unit-1

Introduction to Finite Automata Introduction to Finite Automata ; The
central concepts of Automata theory; Deterministic finite automata;
Nondeterministic finite automata. Application of finite automata; Finite
automata with Epsilon transitions; Equivalence and minimization of au-
tomata.
Deterministic finite automata; with problems
Nondeterministic finite automata with problems
Difference between DFA and NFA by taking differexamples.
Application of finite automata

Finite automata with Epsilon transitions; Difference between DFA,NFA,
Epsilon NFA

Solving problems on Epsilon transitions;

Explaining the concept of Equivalence and mimation of automata.
Explaining the procedure to minimize the aut@nat

. Solving the problems on minimization of the autoanat

Unit-2
Regular Expression ,Regular Languages, PropertieRegular Lan-
guagesRegular expressions; Definition ,regular expression for the given
language.
Finite Automata and Regular Expressions;
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Course Code : P13CS35 Semester : I | -T-P:4 -0-0

Course Title : Object Oriented Programming with C++

Contact Period: Lecture: 52 Hr, Exam: 3 Hr Weightage: CIE:50; SEE:50

Prerequisites : Student should have programming skill in C

Course Learning Obijectives (CLOs)

This course aims to
1. Understand the fundamental differences betweecepiore oriented ary
object-oriented design

Apply the concepts of data abstraction and datapsulation
Explain the concept of redefining the operaforsiser defined data
types

Understand the concept of templates to redude size

Demonstrate the ability to understand and usejgion handling and
STL

Identify and apply the different inheritancethe given problem
Understand and apply multiple forms and li@ams

o

akr wbd

No

Course Content
Unit-1
Basic Concepts of object oriented programming:
Objects, Classes, data abstraction and encapsulati@ritance, polymor
phism, dynamic binding, message passing. Benaffi@OP’s and its applit
cation. Procedure oriented programming V/S objented programming
(OOP)
Classes and Objects:
Creation, accessing class members, defining mefaipetions, Inline func
tion, function overloading, default arguments, fdefunction, static dat
members and member function, arrays of objectssobkys function argy
ment, returning objects from functions, const memtp@ction, pointer tq
object, namespace fundamentals 11 Hoyrs
Unit — Il

[

Constructor and Destructor :

Types of constructors: Parameterized constructoitipie constructors in
class, and constructors with default argumentsy aamstructor, Dynamif
constructor. Dynamic initialization of objects. €hictors
Operator Overloading :

j*)
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Need of operator overloading, overloading unaryrajpes, overloading bing- Review Questions

ry operators, binary operator overloading usingrfd function, instream|/ 1. Define Finite automata
outstream operator overloadlngunit T 11 Hodrs 2. Describe the Fundamentals of automata theory
Templates: 3. List the different types of Finite automata
Introduction, function templates, function temptateith multiple paramg- 4. Define DFA and NFA
ters, class templates, class templates with melpprameters, overloading|of 5. Design a DFA for the given problem
template functions, member function templates. 6. Desi NFA for the ai bl
Exception handling: - Uesigna orthe given problem
Exception handling fundamentals, Exception handtiptions. 7. Explain the applications of finite automata
STL: overview, containers, vectors, lists, maps 10 Houfs 8. Explain Finite automata with Epsilon transitions
. ] Unit — IV 9. Define equivalence of two states
Inheritance: . S .
Introduction, defining a derived classes, singleeiitance, multilevel inhef- 10. Design the minimization of a given automata
itance, multiple inheritance, hierarchical inhamite, hybrid inheritance, Vif- 11. Define regular expression
tual base classes, constructors bn (_jteribed classes 10 Houfs 12. Obtain regular expression for the finite automata.
nit — . o .
Virtual Functions and Polymorphism : 13. Explaln the applications of regular expression.
Virtual function, Calling a Virtual function throinga base class refer- 14. Define Regular languages
ence, inheriting Virtual attribute and Virtual fitions, Pure virtual 15. Define pigeonhole principle
functions, Early vs. late binding. 16. Prove that the languages are not regular Explaicibsure properties

C++ 1/O Stream Basics : of regular languages

C++ streams, stream classes, Formatted /O. 10 Hodprs 17. Explain the closure properties of regular langudggslain the deci-
Text Books: sion properties of regular languages
1. Object- oriented programming with C++,E Balggwamy, Tata 18. Explain the decision properties of regular langesag
McGraw Hill, 2008. _ 19. Define Context —free grammars
2. Mastering C++ , K R Venugopal, RajkumarBuyyatal&lcGraw 20. Define LMD,RMD.Parse tree

Hill, 2" Edition, Tata McGraw Hill, 2013. ) _ n ,
21. Write LMD,RMD and Parse tree for the given strirgjng the given

Reference Books: grammar
1. The Complete Reference C++, Herbert Schildt, Edition, Tata 22. List the applications of grammar
McGraw Hill, 2010. 23. Define ambiguous and unambiguous

2. 2. C++ Primer, Stanley B.Lippman, Joseelajotl, Bdition, Pearsop

Education, 2005. 24. Prove that the grammar is ambiguous

25. Obtain unambiguous grammar

26. List and define the different normal forms
27. Explainpumping lemma for CFG

28. Prove the pumping lemma for CFG

29. DefineCFL

30. Explain the closure properties of CFL

31. Define PDA.

32. Define the languages of PDA

33. Design the PDA for the given languages DesigDa for the given
CFG
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Explain the decision properties of regular
languages (L4).

Context-Free
Grammars and
properties  of
Context-Free
Languages

wp e
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~

P

Unit-3
Define Context —free grammars (L1).
Define LMD, RMD,Parse tree (L1).
Write LMD,RMD and Parse tree for the give
string using the given grammar (L2).
List the applications of grammar (L1).
Define ambiguous and unambiguous (L1).
Prove that the grammar is ambiguous and o
tain unambiguous grammar (L4).
Listand define the different normal forms
(L2).
Explainpumping lemma for CFG (L4).
DefineCFL(L1).

. Explain the closure properties of CFL (L4)

—)

(=)
1

Pushdown
Automata

oukwnr

Unit-4
Define PDA. (L2).
Define the languages of PDA (L2).
Design a PDA for the given CFG (L4).
Design a CFG for the given PDA (L4).
Define DPDA, NPDA (L2).
Determine whether a given PDA is DPDA

or NPDA (L4).

Introduction to
Turing

Machine, Un-
decidability

N

A W

© N

Unit-5
Define Turing Machine(L1).
Design a Turing machine for the given
language (L4).
Explain the programming techniques for
Turing machine (L2)
Explain the different types of Turing ma-
chines(L2)
Prove the the language is not recursively en
merable (L4).
Explain undecidable problem (L3).
Explain Post’'s Correspondence problem)(L2
List undecidable problems.(L1)

68

Course Outcomes :

t-

1. Explain the fundamental differences between proceduret@dgeand
object-oriented design
2. Apply the concepts of data abstraction and data encjusul
3. Demonstratethe concept of redefining the operators for uksdined
data types
4. Demonstratethe concept of redefining the operators for usdined
data types
5. Identify and apply the different inheritance in the given problem
6. Define and applymultiple forms and 1/O streams.
Sl. Topic Learning Obijective
No.

1 Basic Concepts of Understand the concept of data abstiac-
object oriented tion, encapsulation, Inheritance, polymqr-
programming phism,

Classes , Objects Write the difference between Procedyre
and oriented programming and Object orie:t
Namespace ed programming (OOP)
To identify different objects and class |n
a problem and define data and member
functions
Understand the concept of Inline furfc-
tion, function overloading, friend fung
tion and default arguments
Define arrays of objects, object as furc-
tion argument, returning objects from
functions,
Understand the concept of const memper
function, pointer to object
namespace fundamentals.
2 Constructor and Understand the initialization of membgr

Destructor
& Operator over-
loading

variables at the time of creation and |to
destroy the objects

Write dynamic initialization of object
and dynamic constructors

Understand and implement Overloadipg
the unary and binary operators for use
defined data .

"z
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Sl.

No.

Topic

Learning Obijective

Study instream /outstream opera
overloading

for

Templates, Excep-
tion handling and
Standard Templatg
Libraries

Understand how to reduced code
size by using Function templates
Demonstrate Function templates
with multiple parameters

Write Class templates Class tem-
plates with multiple parameters for
a given problem

Implement Overloading of template
functions member function tem-
plates.

Understand the fundamentals of
Exception handling and its options.
Demonstrate the use of standard temp

library to save time and to lead high qual-

ity programs

ate

Inheritance

Understand the different types of
inheritance
Understand to define base class and
derived class
Implement the given problem by
choosing appropriate inheritance
Understand and identify different
Virtual base classes in a given prob-
lem
Understand the initialization of derive
classes.

Polymorphism and
C++ 1/O Stream

Basics

o

Define Virtual function and identify
different virtual function in a given
problem

Understand Inheriting Virtual attrib-
ute and Virtual functions and its
application
Understand and
virtual functions
Discuss the difference between Ear-
ly vs. late binding.

Study and use abstract concept of a filg

implement Pure
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Daniel I.A. Cohen: Introduction to Computer The®nd Edition, John

Wiley & Sons, 2004.

Thomas A. Sudkamp: An Introduction to the TheofyComputer Sci
ence, Languages and Machines, 3rd Edition, Pe&daaation, 2006.

Course Outcomes:
After learning all the units of the course, the stu

dent is able to

1. Understand the concept of finite automata theory
2. Apply regular expression for lexical analysiaipés.
3. ldentify the syntax of higher level language.
4. Understand and classify PDA, design PDA for CFG
5. Understand Turing machine and its applications.
Topic Learning Objectives (Unit wise)
Sl Topic Learning Objective
No
1 | Introduc- Unit-1
tion to 1. Define Finite automata(L1).
Finite 2. Describe the Fundamentals of automata
Automata, theory(L1).
Regular 3. List the different types of Finite automata
Expres- (L1).
sion 4. Define DFA and NFA (L1).
5. Design a DFA for the given problem(L4).
6. Design a NFA for the given problem(L4).
7. Explain the applications of finite automata
(L2).
8. Explain Finite automata with Epsilon transi-
tions (L2).
9. Define equivalence of two states (L1).
10. Design the minimization of a given automat
(L4)
2 | Regular Unit-2
Expres- 1. Define regular expression(L1).
sion ,Reg 2. Obtain regular expression for the finite auto
ular Lan- ata (L3).
guages, 3. Explain the applications of regular expressi¢pn
Properties (L2)
of Regu- 4. Define Regular languages (L1).
lar Lan- 5. Prove that the languages are not regular (L3J).
guages 6. Explain the closure properties of regular lan-
guages (L4).

’n-
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Design grammars from push-down automata .

Design push-down automata from grammars.

Design Turing machines for simple languagesfandtions.

0. Design problem reductions to determine the ciddgility of languages

B oo~

Course Content

Unit-1
Introduction to Finite Automata
Introduction to Finite Automata ; The central concepts of Automata theory;
Deterministic finite automata; Nondeterministic finite automata. Application
of finite automata; Finite automata with Epsilon transitions; Equivalence and
minimization of automata 10 Hours

Unit-2
Regular Expression ,Regular Languages, Propertied &egular Lan-
guages
Regular expressions; Finite Automata and Regular Expressions; Applications
of Regular Expressions. Regular languages; Proving languages not to be reg-

ular languagesClosure properties of regular languagéd3ecision propertiels

of regular languages; 10 Hours
Unit-3

Context-Free Grammars And properties of Context-Fee Languages

Context free grammars; Parse trees; Applications; Ambiguity in grammars

and Languagg Definitions of Normal forms for CFGs; The pumping lemma

for CFGs; Closure properties of CFLs. 10 Hours
Unit-4

Pushdown Automata

Definition of the Pushdown automata; The languages of a PDA; Equivalence

of PDA’s and CFG’s; Deterministic Pushdown Automata. 12 Hours|

Unit-5

Introduction to Turing Machine, Undecidability

Problems that Computers cannot solve; The turning machine; Programming

techniques for Turning Machines; Extensions to the basic Turning Machines;

Turing Machine and Computers. Undecidable problem that is RE; Post’s

Correspondence problem; 10 Hours

Text Book :

1. John E.. Hopcroft, Rajeev Motwani, Jeffrey Drhdin: Introduction t¢
Automata Theory, Languages and Computation, 3rdidediPearson
education, 2007.

References Books:

1. Raymond Greenlaw, H.James Hoover: FundamenfalseoTheory o
Computation, Principles and Practice, Morgan Kaufmad 998.

2. John C Martin: Introduction to Languages andofuata Theory, 3
Edition, Tata McGraw-Hill, 2007.
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Sl
No.

Topic Learning Obijective

providing file services and managing mass
storage in C++:

N

akrw

No

10.
11.

12.

17.
18.
19.

20.

21.
22.

Review Questions
How are data and functions organized in an ¢lgjgented program?
What is object oriented programming? How itiffedent from procedure
oriented programming?
List few areas of application of OOP technology.
Explain the different features of OOP
Write a program illustrating class declaratidefinition and accessing
the members
What is the application of the scope resolutiperator in C++?
When will you make a function inline? Why? Writdine function to
find the greatest of two numbers.
How does an inline function differ from a prepessor macro?
What are friend functions and friend classes2wehe the merits and
demerits of using friend functions?
What is this pointer? What is your reactiotht® statement delete this
What are Constructors and destructors? Explamthey differ from
normal function.
What are the differences between default cocistrs and parameterized
constructors?

. List the rules to overload binary operator
. Write a program to access members of a studi@sd using a pointer to

object members.

. What is operator overloading? Explain the intgace of the same.
. List the limitations of overloading unary opera How are they over-

come?

Write a program to overload arithmetic operfor manipulating vec-
tors.

The effect of a default argument can be alterely achieved by over-
loading. Discuss with an example.

Write a function that performs the operatidhwhere m is double, n is
integer.Write a function to perform the same operationtbkéed integer
value for m. Both the functions should have theesaame. Write a main
that calls both thiinctions. Use the concept of function overloading.
How many arguments are required in the dedinitf an overloaded
unary operators / lllustrate with an example

List the rules for overloading Operator

Define template. Explain the use of writingemplate
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23

24.
25.

26.
27.
28.

29.
30.

31.
32.

33.
34.

35.
36.

37.

38.

39.

. What is function template? Write a function pdate for finding the larg-
est numbers in a given array. The array parametst have generic data
types.

Distinguish between the terms class templadeti@mplate class.

A class (or function) template is known as eapeeterized class(or func-
tion). Comment

What is an exception? How is an exception rethal C++?

What should be used placed in try and catctkBBlo

What is STL and list its components? How STdoathms are different
from the conventional algorithms?

Distinguish between lists and vectors, setsraapis.

Suggest a suitable containers for the follovéipglication i) insertion at
the back of a container. li) Frequent insertiod daletion at both the
ends of a container. iii) Frequent insertion anktiten in the middle of a
container.

What does inheritance mean in C++?

What are the differences between inheritinfasscwith public and pri-
vate visibility mode?

Describe the syntax of different types of inagice.

What are the implications of the following tdefinitions?

Class A: public B, public C{//....};

Class A: public C, public B{//....};

What is a virtual base class? When do we maltass virtual?

Explain how base class member functions canvmked in a derived
class if the derived class also has a member fumetith the same name.
What are virtual classes? Explain the neediftual classes while build-
ing a class hierarchy.

Consider an example of declaring the examinatisult. Design
threeclassesStudent, Exam andResult The Student class has data
members such as those representing roll no., neimeCreate the class
exam by inheriting the Student class. The Exanscasls data members
representing the marks scored in six subjectsv@éhie Result from the
Exam class and it has its own members such asnatds. Write an
interactive program to model this relationship. \Myae of inheritance
does this model belongs to?

Explain the general form of defining a deriweahstructors
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3. Apply optimiza-
tion techniques to
construct a minimal

spanning tree of a L4 13|11 -]-12(-[1(1]-]-]|83
graph, Prefix code
for a given message

4. Apply and Under-
stand the principle
of inclusion and
exclusion,generat- | LS5 [ 3 [ 1| -]-[-]-12]-]-]1-11
ing functions to
solve the given
problem.

5. solvesimple re-
currence relationof

second and third LS 3|1
order .

1 - Low, 2 — Moderate and 3 — High

Fig 5a. lllustration of CAM of Digital Circuits De sign

Course Code : P13CS43 Semester : IV | -T-P:4- 0-0

Course Title : Theory of Computation

Contact Period: Lecture: 52 Hr, Exam: 3 Hr

Weightage: CIE:50; SEE:50

Prerequisites : Subject requires student to know about

1. Basic C programming skills

2. Elementary mathematics : Algebra — Set theetgtions.
3. Discrete mathematics

4. Data Structure

Course Learning Objectives (CLOs)
This course aims to

Design finite automata.

Explain equivalence and minimization of finitt@mata.
Design regular expression for regular languagesyert between finit
automata and regular expressions for regulaniages.
Apply the pumping lemma for regular languageslétermine if a lan
guage is regular.

Design grammars for various languages
Demonstrate that grammar is ambiguous.

A wbhe

ou

D
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A. Course Articulation Matrix (CAM)

Course Outcome (CO)

Program Outcome
(ABET/NBA-(3a-k))

alblJcld|e]flgl]h
1.Identify different para- L
menters of graphs and its > HiL|-|-{L]|--]-
applications
2.Understand planar
graphs and its propertiesT L (1 [ [ .| |- ] 0]-
detect planarity of a given| 3
graph
3.Apply optimization tech-
nigues to construct a mini L
mal spanning tree of a 4 HiL|-|-[M|[-|L|L
graph, Prefix code for a
given message.
4. Apply and Understand
the principle of inclusion L
and exclusion, generating 3 HiL|-|-|-]-fL]|-
functions to solve the giv-
en problem.
5. Solvesimple recurrence L
relation of second and 5 H{L[-|-JL|[-|L]-
third order .

L- Low, M- Moderate, H-High

Fig 3. lllustration of CAM of Digital Circuits Design

A

Course Assessment Matrix (CaM)

Course Outcome
(CO)

Program Outcome
ABET/NBA-(3a-k))

dle|[f|lg]h

1.1dentify different
paramenters of L2
graphs and its appli
cations

2.Understand pla-
nar graphs and its
properties to detect| L3
planarity of a given
graph
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40.

41.

42.

43.

44,

45.

46.

47.

48.

49.
50.

Describe how an object of a class that contalifscts of other classes
created?

What does polymorphism mean in C++ language® itis achieved at
compile time and run time?

Why do we need virtual functions? When do wéeravirtual function
“pure™? What are the implications of making a fuoota pure virtual
function?

What are rules that must be satisfied whilating virtual functions?
Differentiate between early and late bindiggglving an example to
each.

What are streams? Explain the features of @eam 1/0 with C’s I/O
system.

What is the output of the following statements

cout<<65; ii) cout.put(65); iii) cout.out(‘A’);

Explain the various methods of performing fotteth stream 1/O opera-
tions.

Why are the words such as cin and cout notideresd as keywords?
What is the role of file() function? When do uge this function?
Discuss the various forms of get() functionmanped by the input strem.
How are they used.
Lesson Plan

Basic Concepts of object oriented programmi@tjects, Classes, data
abstraction and encapsulation Inheritance, polyhismp, dynamic bind-
ing, message passing. Benefits of OOP’s and fiicgtion. Procedure
oriented programming V/S object oriented prograngr{itOP), Classes
and Objects: Creation, accessing class members.

Defining member functions, Inline function, flilen overloading, de-
fault arguments, friend function, static data merstand member func-
tion.
Arrays of objects, object as function argumestijrning objects from
functions, const member function, pointer to ohjeeimespace funda-
mentals, Introduction to constructor and destructor

Types of constructors: Parameterized construptaltiple constructors
in a class, and constructors with default argumemsy constructor
Dynamic constructor. Dynamic initializationafjects. Destructors.
Need of operator overloading, rules to overloadajees. overloading
unary operators, overloading binary operators,

Binary operator overloading using friend funotidnstream / outstream
operator overloading , Introduction, function tdates
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Function templates with multiple parametersssl@mplates, class tem-
plates with multiple parameters, overloading ofpéate functions, mem-

Exception handling fundamentals, Exception liagdptions.: over-
Introduction, defining a derived classes anctlmdass, Protected data
member , single inheritance. Example for singlesiithnce
Multilevel inheritance, Multiple inheritancéigrarchical inher-

Examples contd. , Virtual base classes, coetstrsiin derived classes.

7.
ber function templates.
j view, containers, vectors, lists, maps.
10.
itance ,Hybrid, inheritance with examples
ii Introduction to Virtual function

Calling a Virtual function through a base clesference, inheriting Vir-
tual attribute and Virtual functions, Pure viftéianctions, Early vs. late

binding.

13. C++ streams, stream classes, Formatted 1/O.

Course Articulation Matrix (CAM)

Course Outcome (CO)

Program Outcome
(ABET/NBA-(3a-k))

Explain the fundamental
differences between pro-
cedure oriented and ob-
ject-oriented design

Apply the concepts ol
data abstraction and
data encapsulation

Demonstratethe concept
of redefining the opera-
tors for user defined datg

types

lllustrate the concept of
templates to reduce codd

blc|d|je|lf|lg|lh|[l]]]|Kk
H

M H

H H H

M| M M H
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UNIT-3
Trees: Definitions, properties, and examples
Theorems proving the propertiesand their proofs.
Rooted trees, trees and sorting
Applications-expalination of applications ofdse
Weighted trees and prefix codes.-Problems.
Optimization: Dijkstra's shortest path algorithm, -
minimal spanning trees-Fundamental cutsets anditsrc
The algorithms of Kruskal and Prim to find miningglanning tree.

Finding minimal spanning tree by both algorithms

. Transport networks - Maxflow,Min-cut theorem —preitols .

UNIT-4
The principle of inclusion and exclusion —Introdantwith derivation.
The principle of inclusion and exclusion Generdlaas of the principle.
Derangements, Nothing is in its right place
Review of the problems.
Rook polynomials.-Problems.
Generating functions: Introductory examples,—Pnoisle
Continued for problems.
Calculational techniques-problems.
Partitions of integers, The exponential generatimgtion,

. The summation operator-problems.

UNIT-5
Recurrence relations with constant coefficients.
First order linear recurrence relation-problems.
Solving Problems.
The second order linear homogeneous recurrendgorela
Solving problems
Third and higher —order Homogeous Recurennceoakit
Solving problems.(continued)
The non homogeneous recurrence relatidroblems.
The method of generating functions for second orélenrrence relations.
Problems.
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41.

42.
44,
45,

46.

48.

BoOooNokr~wNE

0.

In how many ways can 12 oranges be distribatedng three children A,
B ,C so that A gets at least lour B, and C gétast two but C gets no
more than five?

Explain Exponential generating function.

. Solve the recurrence relatiop.a=4a, for >0 given that g=3

Find the recurrence relation and the intialditoton for the sequence
0,2,6,12,20,30, 42........

A bank pays a certain % of annual interest epodits , compound-
ing the interest once in 3 months. If a depositiryears and 6
months. What is the annual %of interest paid bybtdrek ?

Explain Second —order Homogeneous Recurreniedidtes

. Solve the recurrence relatiogrda 1 — 2 an, for n>2 given that g5

and a=3
Solve the recurrence relation,2& a2+ 2a .1 — & for n> 0 with
a=0,a=1,3=2

Lesson Plan
UNIT-1

Introduction to Graph Theory : Definitions and exdes, complements.
Different types of graphs ,sub graphs, Operatiangraphs,
Graph isomorphism. -Problems
Vertex degree, Euler Trails,Hamiltonian circuits
Theorem proofs-to recognize the existence giliga
Application of Graphs-Introduction.Problems.
Konigsberg Bridge problem, Travelling salesmenbpgm ,
Properties of standard graphs.
Utility problem, Seating arrangement problem.

. Problems

UNIT-2
Planar graphs, Introduction
Kuratowski’s two graphs-proofs of the theorems.
different representations of a planar graphs,
Eulers formula-theorem statement and proof
Detection of planarity. Geometric dual , Geometii@l .
Coloring : Cutsets , some properties of asett-,
Graph colouring of all types of graphs.
Discussion of all type of graphs and chromatimhber.
Chromatic partitioning and chromatic polynomials.
Problems.
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Course Articulation Matrix (CAM)

Course Outcome (CO)

Program Outcome

blc|d|je|lf|lg|lh|[l]]]|Kk

Demonstratethe ability

to understand and use L
Exception handling and | 3 HH M H
STL
Identify and apply the L alw H
different inheritance in 1

. . L
Define and applymulti- 1
ple forms and I/0O 2 M| H M H
streams. L

L- Low, M- Moderate, H-High

Fig 3. lllustration of CAM of Digital Circuits Design
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Course Code : P13CS36 Semester : I | -T-P:4 -0-0

Course Title : Computer Organization

Contact Period: Lecture: 52 Hr, Exam: 3 Hr Weightage: CIE:50; SEE:50

Prerequisites : Subject requires student to know about
1. Logic circuits 2. Basics of computers

Course Learning Objectives (CLOs)

This course aims to

. Understand the basic operational concepts, bustgtes.

. Understand instruction sequencing, addressimesidBasics of assembl
language, number representation.

. Understand the concept of accessing I/O devintsrupts, DMA, Excep
tions.

. Explain differentypes of memories with their functionalities.

. Understand the design and working of fast adders

. Understand different algorithms for performinghanetic operations.

. Explain the concept of bus organization, pipetirand multiprocesssors.

. Understand the different types in generatiooarttrol signals.

O~NO O A w N =

Course Content
Unit-1
Basic structure of computers:Computer types, Functional units, Basic
erational concepts, Bus structures, Performance.
Machine instructions & programs: Numbers, arithmetic operations & ch
acters, Memory location & addresses, Memory opemati Instructions 4
instruction sequencing; Addressing modes, Assembly language, Basic input/
output operations, Stacks & queues, Subroutineglitibdal instructions
Encoding of machine instructions 11 Hol
Unit-2
Input/output Organization:  Accessing /O devices, Interrupts-Interr
hardware, Enabling and Disabling Interrupts, HamgllMultiple Devices
Controlling Device Requests, Exceptions, Direct mgmaccess, Buses, |
terface circuits, Standard 1/O Interfaces. 10 Hou
Unit-3
Memory system: Basic concepts, Semiconductor RAM memories, R
Only memories, Cache memories-Mapping Functiongld®ement Algo
rithms, Performance considerations, Introduction/icual memory. 10 Hrs
Unit-4
Arithmetic: Addition & subtraction of signed numbers, Designfast ad-
ders; Multiplication of positive numbers, Signed-operand multiplication,

ipt
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23.
24.
26.

27.
28.

29.

37.
38.

39

40.

. Write the steps involved in drawing the dualtef given planar graph .

. State and prove Euler’s formula.

. Define proper coloring of a graph, chromatiober and Find the chro-
matic number of a Peterson'’s graph.

. Prove that a tree is always 2- chromatic.

. State Decomposition theorem.

. Find the chromatic polynomial of a given graph.

. Find the chromatic number of a tree , bipagitgph ,complete.

. Define Tree ,rooted tree ,Weighed tree, m-aw,tBinary tree, Balanced
tree.

. Prove that Every tree with n vertices has uiges.

. The computer laboratory of a school has 10 caenp that are to be con-

nected to a wall socket that has 2 outlets. Comntefire made by using

extension cords that have 2 out lets each. Fintetist number of cords

needed to get these computers set up for use.

How many internal vertices does complete Sramy with 817 leaves

have?

How many leaves does a complete 6-ary treedafra?33 have?.

. Using merge sort method sort the list 7,3,819,%,2,9.

Explain the difference between DFS and BFSspagrtrees of a graph

with an example.

Write the steps involved in Prim’s and Krusgallgorithm.

Obtain an optimal prefix code for the messad®3MON SUCCESS-

FUL . Indicate the code for the message

Using the Dijkstra’s algorithm find the shottpath and its weigh from

the vertex 1 to each of the other vertices in tkierg directed graph

. State Max flow and mincut theorem.

. Find the number of nonnegative integer solgtiohthe equationpt X,
+ Xzt X4 = 18 under the conditionsx 7 for i=1,2,3,4.

. Define Derangements and Find the number oinderaents of 1,2,3,4

. In how many ways can the integers 1 to 10 tegaemd in a line so
that no even integer is in its natural place.

. Explain Rook polynomial.

. Find the rook polynomial for a 2x2 board byngsihe expansion fomula.

. Obtain the formula for,dhe number of derangements of n objects by

using rook polymonials .

1l/=3ind the sequences generated by the followingtions (3+xJ , (1+3x)"

Find a generating function for the followingjsences

() 1,1,0,1,1,1,... (i0,2,6,12,20,82. ...
Determine the coefficient of in the expansion of (1-2%)
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4. Find the number of partitions for a given
positive integer using generating functions.
(L3)

5. Find the exponential generating function for the
given sequence.(L3)

T

Unit-5
1 | Recursive 1. Explain First order Linear recurrence relation
relations with constant coefficient.(L2)
2. Obtain the recurrence relation and initial condi;
tion for the given sequence.(L2)
3. Explain second order linear homogeneous reclir-
rence relation with constant coefficient.(L2)
4. Solvethe given second order recurrence relatigns
given.(L3)
2 | Third and 1. Explain Third and higher order Homogeous anp
higher order non homogeneous recurrence relation.
2. Obtain the recurrence relation and initial condi;
tion for the given sequence.(L2)
3. Solvethe second orderrecurrence relation using
method of generating functions
Review Questions
1. Define complete graph, regular graphs ,finimyected graphs. with
an example for each
2. Prove that a complete graph with n verticeseardges will have n(n-1)\2
edges.
3. P.T.X d(vy)=2 e. for any graph
4. Define isomorphism(i)draw two graphs that acevierphic. ii) draw
two graphs that are not isomorphic but have samebeu of vertices
and edges.
5. Explain the applications of graph theory witlualsnotations
6. Write short notes on Konignsberg bridge probleavelling sales-
man problem, seating arrangement problems.
7. Construct a graph that is complete , regulamneoted .
8. Differentiate between Euler graphs and Hamilardraphs and their
uses.
9. Construct a graph that is both Euler and Hamidte and list its properties

10. Define planar graphs and prove that k5 and &B3on planar graphs
11. State Kuratowski’'s theorem
12. Detect planarity of a given graph applying kowaski's theorem.
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Fast multiplication, Integer division, Floating ppnumbers and operation

10 Hourd
Unit-5

Basic processing unit:Some fundamental concepts, Execution of a com

instruction, Multiple bus organization, Hardwired control; Micro pro-

grammed control, Basic concepts of pipelining,

The structure of general purpose multiprocessoesony organization in

multiprocessors , Hburs

Text Book:

1. Computer Organization, Carl Hamacher, Zvonkonésic, Safwat Zaky
5th Edition, TMH, 2002.

Reference Book:

1. Computer Organization & Architecture, William Stads, 7" Edition,
PHI, 2006.

2. Computer Systems Design and Architecture, VinBetdeuring & Har-
ry F. Jordan, " Ed. Pearson Education, 2004.

Course Outcomes :

Understand and analyze the machine instrucadsprogram executio
Understand and Explain the 1/O organization

Understand and explain the memory system.

Apply the algorithms used for performing vari@rghmetic operations
Understand the operation of pipelining and rputttessor

arwdE

Topic Learning Objective
Unit-1
Basic structure of computers
Machine instructions & programs.
Understand the basic structure of a computer.
Write machine instructions and understand their exesutnzluding
branching, and subroutine call and return operation
3. Analyse System software that enables the preparation recugon of
programs
Explain Number representation and addition/subtracticthén?’s com-
plement system.
Identify different Addressing methods for accessing register
memory operands.
7. Understand how Program control input / output operationsze
formed.

8. Explain different Operations on stack, queue.
9. List out and perform different Shift operation types.
10. Understand the concept of Encoding-1, 2, 3 word instructions.
11. Understand the concept of Subroutines

N
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Unit-2
Input/output Organization

Understand how Program controlled 1/O is performed using ipgll
Understand the idea of interrupts and the hardware and tfievace
needed to support them.
Explain Direct memory access I/O mechanism for high spksites.
Differentiate between data transfer over synchronous and Asgnohis
buses.
Understandthe design of 1/O interface circuits.
Identify Commercial bus standards in particular PCI, SOSB buses.

Unit-3

Memory system

Understandthe concept of Basic memory circuits.
Explain Organization of the main memory
Understand Cache memory concept, which shortens the effective
memory access time.
Understand Virtual memory mechanism, which increases the epya

size of the main memory
Unit-4
Arithmetic
DesignHigh speed adders implemented in a hierarchicattre using
carry look ahead
logic to generate carry signals in parallel.
Apply the Booth algorithm to determine how multiplicaswdinmands are
selected by the
multiplier bit patterns in performing multiplicatioof signed numbers.
DesignCircuits that perform division operations.
Explain the representation of floating point numbers iEEEStandard
format and how to
perform basic arithmetic operations on them.
Unit-5
Basic processing unit
Analyze how a processor executes instructions
Understand the internal functional units of a processor aad they are
inter connected.
DesignHardware for generating internal control signals.
Explain the microprogramming approach .
Understand Micro program organization.

Review Questions
Explain the functional units of a computer
Describe how the performance of the computerdasured?
Explain how parameters are passed to the subeoMrite a program to
multiply list of ‘n’ numbers stored in the memoxyhich calls the sub-
routine LISTMUL and trace the same with suitablareple.
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Unit 3

Trees

Optimization

Explain tree, forest, spanning tree, rooted
tree, directed tree, binary tree.(L2)
Construct a rooted tree for the given ex-
pression and to find the expression in

Polish notation.(L3)

Apply the preorder, postorder and in order tr
versal techniques on a rooted tree.(L3)
Apply BFS and DFS methods to find the min
mal spanning tree.(L3)

Construct optimal prefix codes for the given

symbols with the given frequencies.(L3)

Explain Dijkstras algorithm.(L1)

Apply Dijkstras algorithm to find the

shortest path from single source to all other
vertices.(L3)

Explain and Apply Prims and Kruskals
algorithm to find the minimum spanning

tree for the given graph. (L3)

Find the maximum flow and corresponding
min-cut for the given transport network using

max-flow Min —cut theorem.(L3)

Principles of
Inclusion and
Exclusion

Generating func-
tions

wmn

as

Unit-4
Apply the principles of inclusion and ex-
clusion, to determine the number of posi-
tive integers that satisfy the given condi-
tion.(L3)
Explain and List derangements.(L2)
Find the number of derangements for the
given number.(L2)
Explain Rook polynomial.(L2)
Find the rook polynomial for the given che

board.(L3)

Define Generating functions.(L1)

Find the generating functions for the given
sequence.(L3)

Explain different techniques for finding
the generating function.(L3)

o7
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A. Topic Learning Objectives (Unitwise) (Max : 50)

Sl
No

Topic

Learning Objective

Unit |

Introduction to
graph theory

Applications

N

Pw

Define basic terminologies of graph (L1).
Apply the basic properties of graph like to
find the walk, trial, circuit...etc.(L3)

Apply definition of graph isomorphism to
check if the two graphs are isomorphic or
not.(L3)

Construct the graphs whose properties are

given (L2)

Explain Hamilton cycle, path.(L2)
Determine a given graph has Hamilton path
cycle.(L3)

Explain Euler graphs with examples(L3)
Identify the different type of problems which
lead to know the applications of graph theory
(L2)

Explain Konigsberg bridge problem, travellin
salesman problem, utility problem etc.

Planar graphs

Coloring

Unit 2
Explain main Planar graph, Bipartite graph,
graph homomorphism(L2)
Apply Kuratowski’'s theorem to check the
planarity of the graphs (L3).
Derive Eulers formula.(L3)
Detectthe planarity of a graph(L3)
Construct the dual of a given graph(L2)

Explain graph coloring problem, chromatic
number, chromatic polynomial(L2)

Find the chromatic number and polynomial
and partition of standard graphs.(L3)

Determine the chromatic number and polyno}

mial for a given graph using Decomposition
and multiplication theorem(L3)
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4,

22.
23.

24,
25.

Explain with example all generic addressing e®dith assembler syn-
tax.

What is the function of assembler directives?eG examples of assem-
bler directives used for reservation of memory timees for variables.
state their functions.

What is word alignment of a machine? Explain.t\dra the consecutive
addresses of the aligned words 16, 32, 64 bits eorgth of machine?
Give 2 consecutive addresses for each.

Explain the important technological features dadices that character-
ized each generation of computers.

Explain shift and rotate operations with example

Define subroutine. Explain subroutine linkagimgs link register.

. In modern computers why interrupts are req@irgdpport your claim

with suitable example.

. In the interrupt mechanism, how simultaneousals of interrupts from

various devices are handled.

. Define bus arbitration. List and explain vag@pproaches to Bus arbi-

tration.

. Explain, with the help of a diagram the workafglaisy chain with mul-

tiple priority levels and multiple devices in edekel.

. Define exceptions. Explain 2 kinds of excepdion

. Explain the following: (i) Interrupt conceptd (nterrupt hardware.

. Define cycle stealing, Burst mode.

. With a neat sketch explain the individual inpot output interface cir-

cuits. Also list their salient features.

. In the computer system why PCI bus is used.
. Explain with a block diagram a general 8 bitgtlal interface.
. Define and explain the following: (i) Memorycass time (i) Memory

Cycle time (iii) Random access memory (iv) Statemory.

. Differentiate between the static RAM and DymaRAM giving 4 key

differences. State the primary usage of SRAM and\BRn contempo-
rary computer systems.

Explain a simple method of translating virtadtress of a program into
the physical, with the help of a diagram.

Draw a neat block diagram of memory hierarchg contemporary com-
puter system. Also indicate the relative variatidisize, speed and cost/
bit in the hierarchy

With the block diagram explain the operatiomdf6 bit megabit DRAM
configured as 2MX8.

Explain different mapping functions used in taehe memory
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26

27.
28.
29.

38.
39.

40.

41.
42.

. What is memory interleaving? Explain.

Explain the concept of carry save additiontlier multiplication opera-

tion, MXQ=P for 4-bit operands, with diagram andalle example.

In a carry look ahead adder explain the geaeddatind Propagate Pi

function for stagei with the help of Boolean exgien for Gi and Pi.

Perform signed multiplication of numbers -18 ahl using booth multi-

plication algorithm. Represent the numbers in Srtgtuding the sign bit.

Give booth multiplier recoding table that is usedhe above multiplica-

tion.

. Perform the division of 8 by 3 using non-ressipivision algorithm.

. Explain how a 16-bit carry look ahead adderlmabuilt from 4 bit ad-
der.

. Show the multiplication of (+13) and (-6) usimgltiplier bit pair recod-
ing technique.

. Differentiate between restoring and non-restpdivision algorithms.

. Explain the IEEE standard for floating pointmher representation.

. Explain the process of fetching the word fréw@ mmemory using timing
diagram of memory read operation. Also give an gxarfor the same.

. Write the control sequence of execution ofitiséruction ADD (R3),R1
using single bus organization.

. Write and explain the control sequence foretkecution of an uncondi-

tional branch instruction.

Explain with block diagram the basic organmatbf a microprgrammed

control unit.

What are the modifications required in the basganization of a micro-

programmed control unit to support conditional letang in the micrpro-

gram.

Explain with diagram how control signals areerated using single bus

organization.

Explain the multibus organization.

Draw the block diagram of a complete proceasdridentify the units.

Lesson Plan

Week-1

Basic structure of computers:Computer types, Functional units, Basic oper-
ational concepts, Bus structures, Performance, Nusnbarithmetic opera-
tions & characters,
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Unit-3
Trees: Definitions, properties, and examples, mdtees, trees and sorting,
Weighted trees and prefix codes.
Optimization: Dijkstra's shortest path algorithmnimal spanning trees - The
algorithms of Kruskal and Prim, Transport networKdaxflow,Min-cut theo-
rem 10 Hourd
Unit-4
The principle of inclusion and exclusion: The piple of inclusion and exclu
sion, Generalizations of the principle, derangemexothing is in its right
place, Rook polynomials.
Generating functions: Introductory examples, Défm and examples
calculational techniques, partitions of integefbe exponential generatifg
function, The summation operator 12 Hours
Unit-5
Recurrence relations: First order linear recurreratation, the second order
linear homogeneous recurrence relation with constaefficients.
Third and higher —order Homogeous Recurennce oglgfl he non homogeng
ous recurrence relation, The method of generatingtions for second order
recurrence relations. 10 Hours

Text Books :

1. Discrete and Combinatorial Mathematics, RalpgBritnaldi
B.V.Ramana ,5th Edition, PHI/Pearson educationapdrs 8,9,10,11,12

2. Graph Theory with Applications to Engineeringl@omputer Science -
Narsing Deo. Chapters-1,2,3,4.1,4.2,58.1 to 8.4.

Reference Books :

1. Graph Theory and Combinatorics, Dr. D.S. Chasekharaiah, Prism,
2005.

2. Introduction to Graph Theory, Chartrand ZhangHi 2006.

Course Outcomes

After learning all the units of the course, the stu dent is able to
1. Identify different paramenters of graphs and its application

2. Understand planar graphs and its properties To detect plgnafia given
graph

3. Apply optimization techniques to construct a minimalrspag tree of a
graph, Prefix code for a given message

4. Apply and Understand the principle of inclusion and @sicin, generating
functions to solve the given problem.

5. Solvesimple récurrence relation of second and thirdeord
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Course Code : P13CS42 Semester : IV | -T-P:2-1 -0

Course Title : Graph Theory & Combinatorics

Contact Period: Lecture: 52 Hr, Exam: 3 Hr Weightage: CIE:50; SEE:50

Prerequisites :  Subject requires student to know about
Elementary mathematics: Algebra — Set theory, iorlat
Data Structure & Basics of Computer science

Course Learning Objectives (CLOs)

This course aims to

1. Developthe ability to identify different types of graphsertex degreq,
Euler trial, Euler circuit to find the Hamilton peatcycle, finding the
chromatic polynomial for a given graph.

2. Explain Directed tree, rooted tree, binary rooted tree @edapplica
tions of rooted trees. and Construggitimal tree for the given pref|x
codes.

3. Apply Dijkstra’s algorithm to find the shortest path fr@mngle source t

A=)

all other vertices.Prim’s and the Kruskal’'s algorithm to cdn-

struct the minimal  spanning trees.

4. Apply the principles of inclusion and exclusion theorgmneralizatior
principle for the given problem

5. Apply the concept of generating functions; find the number of partitions
of a positive integer for the given generating tiorc

6. Learn methods for solving simple recurrence relationsse€ond angl
third order.

Course Content

Unit-1
Introduction to Graph Theory : Definitions and exdes, finite and infinite
graphs ,sub graphs, Operations on graphs, comptepamd Graph isomor-
phism.
Applications : Vertex degree, Euler Trails anatgits ,complements, Ham|l-
ton paths and cycles. Application of Graphs-KongggbBridge problent,
Travelling salesmen problem , Utility problem, Seg arrangement prolp-
lem. 10 Hours

Unit-2

Planar graphs, Kuratowski's two graphs, differaresentations of a plarjar

graphs, Eulers formula, Detection of planarity. Getric dual , Geometri
dual Coloring : Cutsets , some properties of a cut-sep& colouring , chrg
matic number, chromatic partitioning and chromptitynomials 10 Hourg

(9]
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Week-2

Memory location & addresses, Memory operationgriiesions & instruction
sequencing; Addressing modes,

Week-3

Assembly language, Basic input/output operatiotasks & queues, Subrou-
tines, Additional instructions, Encoding of machimestructions, Input/
output Organization: Accessing I/O devices,

Week-4

Interrupts-Interrupt hardware, Enabling and Digadplinterrupts, Handling
Multiple Devices

Week-5

Controlling Device Requests, Exceptions, Direct mgnaccess,

Week-6

Buses, Interface circuits, Standard I/O Interfaddemory system: Basic
concepts,

Week-7

Semiconductor RAM memories, Read-Only memories, argags-Mapping
Functions,

Week-8

Replacement Algorithms, Performance consideratimtisgduction to Virtu-
al memory.

Week-9

Arithmetic: Addition & subtraction of signed numbers, Desidtiast ad-
ders; Multiplication of positive numbers,

Week-10

Signed-operand multiplication, Fast multiplicatibmteger division, Floating
point numbers and operations.

Week-11

Basic processing unit:Some fundamental concepts, Execution of a complete
instruction

Week-12

Multiple bus organization, Hardwired control; Micro programmed control,
Week-13

Basic concepts of pipelining, The structure of gehpurpose multiproces-
sors, memory organization in multiprocessors.
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Course Articulation Matrix (CAM)

Program Outcome
Course Out- (ABET/NBA-(3a-k))

come (CO)
albflc|d|le]f]|g]|h

Decoder and Arithmetic circuits

1. 1 bit and 2 bit Magnitude comparator using Decd@eand NAND
gates.

2. Full adder and Full subtractor using Decoder IC AND gates.

3.  Write the Verilog/VHDL code for full subtractor arfeull adder.

Understand and MMM |-]- - (M |- |L

analyze the ma-
chine instruc- L2,
tions and pro- L4
gram execution.

Encoder
1. Implement an 8-to-3-line encoder
2. Write the Verilog/VHDL code for encoder.

Understand and - MM |-]- - | M|-]L

Explainthe I/O | L2
organization

Experiment on Flip-Flops

1. JK Master slave using Nand gates.

2. Convert JK flip flop to D and T flip flop

3. Write the Verilog/VHDL code for D Flip-Flop with positive-edge
triggering.

Understand and M|M|H - M- - - | M
explain the L2

memory system.

Apply the algo- MIH[M [-|H]-|- - |-

rithms used for
performing vari- | 3
ous arithmetic
operations.

Shift Register

1. Implement a ring counter and Johnson counteigu&ibit shift register.

2. Design a 3-bit serial-in —serial out and aapak-in —parallel out shift
register using J-K flip flop

3. Design a 3 bit sequence detector and verifyperation

4. Write the Verilog/VHDL code for ring and Johnsoounter.

Understand the HIH[M |- |M]|- |- - |-
operation of
pipelining and
multiprocessor.

L4

L- Low, M- Moderate, H-High

Fig 3. lllustration of CAM of Digital Circuits Design

Counters

1. Implement an asynchronous counter using decadlgter and use 7
segment display to display the count 0 to n (n<=9).

Write the Verilog/VHDL code for decade counter.

3. Design and implement 3 bit (n<8) synchronousaynter using J-K
Flip -Flop ICs.

Design a counter for the given sequence witk locondition.

5. Design a 2 bit down counter using D- Flip —Flop.

6. Write the Verilog/VHDL code for sequence counter

N

e
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iii) To count the number of nodes in a treig) To display the contents
18. Write a C program to search en element in argist of ‘n’ numbers

using i) Linear Search i) Big Search

Course Assessment Matrix (CaM)

Course Code : P13CSL38 Semester : Il U-T-P:0 :0.51

Course Title : Digital Logic Design Laboratory

No. of Hours per Week: 3 Exam: 3 Hr Weightage: CIE:50; SEE:50

Prerequisites : Student should have programming skill in C and Kedge
of Data Structures

Course Outcomes:
Students will be able to :
Develop and implement programs on stacks
Develop and implement programs on recursion
Develop and implement programs on queues
Develop and implement programs on linked lists

Developand implement programs on trees.

uhwbdE

Program Outcome
Course Outcome (CO)
albflc|d]lelflglh]i]j]lk
Understand and analyz 212121-1-1-12]|-11]-12
o ) L2,
the machine instruction
L4
Understand and Ex- -12121-1-1-12]-13]-]1-
plain the 1/O organiza- L2
tion
Understand and explair] L2 21213[-12]-1-1-12]-12
Apply the algorithms 213121-131-1-1-1-1-1-
used for performing
. . . L3
various arithmetic oper-
ations.
Understand the opera- 31312-12]-1-1-1-1-1-
tion of pipelining and L4

Course Content
Experiment on combinational logic circuits
1. Introduction to basic gates.

2. Realization of boolean expressions

1 - Low, 2 — Moderate and 3 — High

Fig 5a. lllustration of CAM of Digital Circuits De sign

Code Converters
1. Binary to Grey code using basic gates.
2. Excess -3 to BCD using universal gates and aljstble result in 7
segment display.
3. Write the Verilog /VHDL code for both (a) and (b

Course Code : P13CSL37 Semester : |l -T-P:0 :05:1

Course Title : Data Structures Laboratory

No. of Hours per Week: 3 Exam: 3 Hr Weightage: CIE:50; SEE:50

Experiment on data processing circuit.
1. Given any 3 and 4 variable logic expression $fgnpsing EVM and
realize the simplified logic expression using
* 3.8 multiplexer.
* Use suitable Decoder
2. Write the Verilog /VHDL code for an 8:1 multipder.

Prerequisites : Student should have programming skill in C and Kedge
of Data Structures

Course Outcomes:
Students will be able to :
Develop and implement programs on stacks
Develop and implement programs on recursion
Develop and implement programs on queues
Develop and implement programs on linked lists

Developand implement programs on trees.

vhwbdE
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Course Content

1. Write a C program to construct a stack and téopm the following op-

erations.

i) Push ii) Pop iii) Display
The program should print appropriate mess$agstack overflow, stack
underflow & stack empty.

2. Write a C program to convert and print a givalid/parenthesized infix
arithmetic expression to prefix expression. €kpression consists of]
single character operands and binary operatorgus)(RP (Minus), *
(Multiply), / (Divide).

3. Write a C program to evaluate a valid prefixregsion using stack.
Assume that the prefix expression is read as siimgleconsisting of nor
negative single digit operands and binary arithenepierations.

4. Write a C program to check whether a given gtisrnpalindrome or not
using stack.

Programs on Recursion

5.  Write a recursive C programs for

a) To find larger of ‘n’ elementsan array
b) To multiply two natural numbers
¢) Solving the Towers of Hanoi Prable

Programs on Queues

6. Write a C program to simulate the working ofu@ges using an array
provide the following operation

i) Insert ii) Delete iii) Display

7. Write a C program to simulate the working ofrawdar queues with

items as strings. Provide the following operations
i) Insert ii) Delete iii) Display

8. Write a C program to simulate the working of BleuEnded Queue of
integers using Structures. Provide the followipgmtions
i) Insert from front/rear end ii) Delet®ifn front/rear end iii) Display

9. Write a C program to implement priority queussg structures
(Assume a maximum of 3 queues).

Programs on Linked List

10. Write a C program using dynamic variables amidtprs, to construct a

Singly Linked List consisting of the following infimation in each node):

Employee id (integer), Employee name (characterggtand Depart-
ment (character string). The operation to be sttppare
a)The insertion operation
i) At the front end of the listii) At the reand of the list
iii) At any portion in the list

52

¢ Deleting a node based on employee id. If the §ipeanode is not pre-
sent in the list an error message should be disglaoth the options
should be demonstrated.

¢ Searching a node based on employee id and upti@@sormation con-
tent. If the specified node is not present inlitean error message
should be displayed. Both situations should bplajged.

¢ Displaying all the nodes in the list

11. Write a C program to construcOadered Singly Linked List and to
perform the following operations
i) Reverse a list if) Concatenationwbtlists

* Write a C program to support the following operati@mn a Doubly
Linked List where each node consists of integers

. Create a Doubly Linked List by adding eacke at the front

. Insert a new node to the right of the natlese key value is read as
an input

i To delete all nodes whose info is sameegstiem.

. Display the contents of the list

Programs on Tree
12.Write a C program

i) To create a tree i) To search for an item
iii) To get the exact copy of a tree iv) To disptag ele-
ments

13. Write a C program
To construct a binary search tree of integers
To traverse the tree using In-Order, Pre-OrderRuost-
Order traversal method
To display the elements
14. Write a C program
To construct a ordered BST of items
To insert an item into an orderedrlBNo duplicates are allowed)
To search an item in BST
To display the elements
15. Write a C program to sort the given list of mimbers using
i) Merge Sortii) Quick Sort
Exercise Problems
16. Write a C program to implement queues usinglgihinked List.
17. Write a C program

i) To create a binary tree i) To find the dieti of a tree
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